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THE EFFECT OF WAKE PASSINGON
TURBINE BLADE FILM COOLING

Abstract

by

JAMES DAVID I-IEIDMANN

The effect of upstreamblade row wake passingon the showerheadfilm cooling

performance of a downstream turbine blade has been investigated through a

combination of experimental and computational studies. The experiments were

performed in a steady-flow annular turbine cascade facility equipped with an upstream

rotating row of cylindrical rods to produce a periodic wake field similar to that found in

an actual turbine. Spanwise, chordwise, and temporal resolution of the blade surface

temperature were achieved through the use of an array of nickel thin-film surface

gauges covering one unit cell of showerhead film hole pattern. Film effectiveness and

Nusselt number values were determined for a test matrix of various injectants, injectant

blowing ratios, and wake Strouhal numbers. Results indicated a demonstrable

reduction in film effectiveness with increasing Strouhal number, as well as the expected

increase in film effectiveness with blowing ratio. An equation was developed to

correlate the span-average film effectiveness data. The primary effect of wake

unsteadiness was found to be correlated well by a chordwise-constant decrement of

0.094.St. Measurable spanwise film effectiveness variations were found near the

showerhead region, but meaningful unsteady variations and downstream spanwise

variations were not found. Nusselt numbers were less sensitive to wake and injection

changes.
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Computations were performed using a three-dimensional turbulent Navier-Stokes code

which was modified to model wake passing and film cooling. Unsteady computations

were found to agree well with steady computations provided the proper time-average

blowing ratio and pressure/suction surface flow split are matched. The remaining

differences were isolated to be due to the enhanced mixing in the unsteady solution

caused by the wake sweeping normally on the pressure surface. Steady computations

were found to be in excellent agreement with experimental Nusselt numbers, but to

overpredict experimental film effectiveness values. This is likely due to the inability to

match actual hole exit velocity profiles and the absence of a credible turbulence model

for film cooling.
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1. INTRODUCTION

Turbomachinerv unsteady effects

The flow in turbomachinery blade rows is inherently unsteady due to the relative

motion of adjacent blade rows. These unsteady flows can generally be divided into

two classes: two-dimensional effects associated with wake and shock passing and

potential interactions, and effects generated by three-dimensional secondary flows in

upstream blade rows. These secondary flows include tip clearance vortices, passage

vortices, horseshoe vortices, and the relative eddy. The passing of wakes from the

upstream blade row causes periodic fluctuations in both the magnitude and relative

direction of the flow velocity in the downstream blade row. In addition, the

secondary flows cause fluctuations which vary in the spanwise direction. Therefore

to precisely model a turbomachinery flow field either experimentally or

computationally requires inclusion of the time-varying quantities.

However, due to the complexity of the unsteady flow field and the difficulty in

adequately representing it, the flow field in a single blade row is often considered to

be steady. This may be done in several ways. In the simplest case, the blade row is

completely isolated from all others such as in an experimental cascade of blades, or

computationally by a steady calculation on a single blade row. The next level of

modeling involves the simulation of upstream blade rows through the application of
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asteadycircumferentially-uniformboundaryconditionupstreamof agivenbladerow.

Computationally,this is donethrough the useof a "mixing plane" model. In this

case,the flow through the first blade row is computed,and the flow variablesare

averagedcircumferentiallyin someway at aplanebetweenthefirst andsecondblade

rows. The resultingdistributionis thenusedasthe upstreamboundarycondition for

the second blade row. This process may be continued for as many blade rows as

desired. A similar technique may be employed experimentally. Stationary turbulence

grids may be placed upstream of a cascade of blades to model the aerodynamic losses

of the upstream blade rows. In recent years, Adamczyk [1] has developed a steady

computational method which models inter-blade row effects through the application

of body forces throughout the flow field. Unlike the mixing plane approach, this

allows for potential flow effects between adjacent blade rows. This approach has

gained merit for multi-stage turbomachinery, where the cumulative effect of blade row

interactions becomes important.

The most active area of unsteady turbomachinery research involves studies on the

influence of the unsteadiness on blade aerodynamic performance. Sharma et al. [2]

claim that wake and secondary flow unsteadiness have an adverse effect on

turbomachinery efficiency of several points relative to the steady time-mean flow. In

turbines, this is likely due in large part to the effect of the flow unsteadiness on

turbine blade boundary layer transition [3]. The effect of flow unsteadiness on turbine

blade heat transfer has been investigated by Ashworth et al. [4] and on the stagnation
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region heat transfer of a cylinder by O'Brien [5]. In both of thesestudies, the

unsteadinessis producedby cylinderwakes. In general,this unsteadinessincreases

heattransferin thestagnationregionthroughan increasein turbulenceintensityin the

wake. Recently,the impactof wakepassingon the heattransfercharacteristicsof a

morecomplexandrealistictypeof turbineblade- afilm-cooled blade - has come into

question. In the following discussion, the motivation for and use of film cooling in

turbine blades will be described.

Turbine cooling

As a result of efforts to improve turbine engine performance, turbine inlet

temperatures have increased dramatically over the past 50 years. A useful figure of

merit for aircraft turbine engines is the specific fuel consumption, or SFC. This is the

rate of fuel consumption per unit thrust of the engine. At a given flight Mach

number, the minimum ideal SFC is dependent on turbine inlet temperature. For the

turbofan engine which dominates the commercial aviation market today, the goal of

minimum SFC drives the engine to higher bypass ratios, higher core pressure ratios,

and higher turbine inlet temperatures [6]. As shown in Figure 1, current turbine inlet

temperatures are approaching 2000 K, while the best available metallic turbine

materials can withstand a maximum temperature of only about 1300 K [7]. The use

of metallic turbine blades thus necessitates a method of cooling to prolong turbine life.

Although ceramics and other high temperature materials are being investigated, there
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Figure 1: Trends in operational turbine inlet temperature [7].
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remain serious limitations to their applicability. One of the most severe of these

limitations is the brittle fracture failure mode of many non-metallic materials.

Obviously, such a failure mode is unacceptable for a turbine in an aircraft engine.

Thus in the short term, metallic turbine blades will be used in most, if not all, aircraft

engines. In the long term, non-metallic turbine blades may be developed which can

withstand current turbine inlet temperatures without cooling. However, the trend

toward higher turbine inlet temperatures would require that even these blades be

cooled. Thus it seems that turbine cooling will remain a valid research concern well

into the 21 st century.

Several different methods of turbine blade cooling exist. All involve the diversion of

some of the engine compressor discharge air around the combustor and directly into

the turbine blades. Although the compressor discharge gas is warm due to the work

of compression, it is cooler than the combustor exit flow. Figure 2 shows the relative

effectiveness of several turbine cooling techniques versus coolant flow rate [8]. Since

the coolant flow is bled directly from the compressor discharge, it represents a loss

in the total engine power output. Thus the designer attempts to cool the blade with

a minimum of coolant flow. The simpler cooling methods involve purely internal

flow of coolant within the turbine blade. The effectiveness of internal cooling may

be improved with enhancements such as impingement, trip strips, and multi-pass

arrangements. However, when the external gas temperature exceeds the maximum

metal temperature by a significant amount, as it does in most modern aircraft engines,
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these methods can no longer adequately protect the blade from failure. When internal

cooling alone is inadequate, film cooling must be employed. This is typically

necessary for the turbine first stage, and sometimes the second. In film cooling, the

coolant air is discharged through small holes in the turbine surface to form a

protective film between the turbine blade and the hot combustor discharge gas. These

holes are usually concentrated on the pressure surface and leading edge region of the

blades. Film cooling in the leading edge region is referred to as showerhead cooling.

To remain effective, the film coolant must remain near the surface and not separate

into the free stream. For this reason, pressure and suction surface film cooling holes

are typically angled in the streamwise direction. Showerhead holes are usually angled

in the spanwise direction due to the large streamwise curvature in the leading edge

region. Film holes may also have a compound angle, meaning that neither the

streamwise nor the spanwise angle is normal to the surface. However, mechanical

constraints prohibit ejection at very small angles (less than about 30 °) from the blade

surface. Because of the many parameters involved in film cooling (hole angle, hole

shape, placement of rows, etc.), the design of turbine film cooling schemes has tended

to rely on a trial-and-error approach. Thus it is extremely important to know the

trajectory of the film coolant under a variety of flow conditions.

There are three related parameters which are commonly used to describe the flow

exiting a film cooling hole: the density ratio (DR), blowing ratio (B), and the

momentum ratio (I). The density ratio is simply the ratio of coolant to free-stream
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density. Theblowing ratio is the ratio of coolantto free-streammassflux.

the momentumratio is the ratio of coolantto free-streammomentumflux.

Finally,

Of the

three,theblowing ratio is mostoftenreferredto in the literaturebecauseit hasafirst

ordereffecton thecooling performance.Sincethethreeparametersarerelated,only

two can be varied independently. For a given blowing ratio, the momentumratio

varies in inverseproportion to the densityratio. The secondorder effect of these

parametersis that at a fixed blowing ratio, a higherdensityratio (lower momentum

ratio) is associatedwith lesspenetrationof the coolant into the free-stream,and

improvedcooling performance.

Transpirationcoolingis the logicalextensionof film cooling. In thiscase,thecoolant

flows throughthe turbine wall, which is madeof a porousmaterial. Although this

method of cooling is highly effective for a given amount of coolant flow, it has a

disruptive effect on the external boundary layer because the coolant tends to emerge

from the blade normal to the wall, unlike film cooling. In addition, the very small

pores in the porous wall can easily become plugged. For these reasons, transpiration

cooling is rarely used in turbine engines.

Literature review

Because of its importance in turbine design, there has been much investigation into

the behavior of turbine film cooling flows. These investigations have ranged from
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simpleflat platestudiesto full rotatingbladegeometries.Goldstein[9] reviewedthe

early researchin the film cooling arena. This review consolidatedexperimentsof

variousholegeometriesandblowingparameters,andsummarizedanalyticalsolutions

for two-dimensionalslot injection. It suggestsa superpositiontechniquefor analyzing

discretehole film cooling applicablefor non-interactingjets. However, for most

modem applications,the film coolingjets interactto a largedegree. Goldsteinalso

gave severaldefinitions for the film cooling effectiveness,rI. For incompressible

flow:

T-T
f **

rl -
T-T

C oo

In this case, Tf is the film temperature, which is the adiabatic wall temperature in the

presence of film cooling, T_ is the free-stream temperature, and T c is the coolant

temperature. For compressible flow:

T-T
f r

r_ -
T-T

C r

where Tr is the free-stream recovery temperature, and T c is now the coolant stagnation

temperature. The film effectiveness may have values between 0 (no cooling effect)

and 1 (maximum cooling effect).

Although they are relatively simple to model analytically, slots are impractical in



10

turbinebladesdue to structurallimitations. Thusin recentyears,moreattentionhas

beenpaid to discretehole film cooling rather than to slot cooling. The simplest

example of discrete hole cooling is for a cooled flat plate. The many early

experimentalstudieson film-cooled flat plates are summarizedby Goldstein [9].

Thesestudiestypically had long film holes (L/d greaterthan 10.0). A landmark

computationalstudyby Leylek andZerkle [10] considereda flat platewith a single

row of circular film holesangledat 35° to the free-streamdirection. This studywas

thefirst to considerthe plenumchamber,film hole,andmainstreamsimultaneously.

Theinteractionsbetweenthesethreeregionsbecomeimportantfor the relativelyshort

film holes (L/d less than4.0) which arecommonin gasturbine engines. A three-

dimensionalturbulentNavier-Stokesmethodwasused,and the resultswere in good

agreementwith experiment. The computation showed the familiar pair of

counterrotatingvorticesemergingfrom the hole anda local jetting effect inside the

holedueto the sharpchangein flow directionasthecoolantentersthe holefrom the

plenum. Theseeffectsdependstronglyon theblowingratio,holeangle,andfilm-hole

length-to-diameterratio. Both effectsdiffer from thecommonassumptionof fully-

developedflow which holdsfor very long holes.

Severalresearchershaveinvestigatedtheeffectof showerheadfilm cooling schemes

experimentallyusing a singleblunt body in a channel. In thesearrangements,the

body has a semi-circularleading edge and a flat plate afterbody. This type of

experimenthastheadvantageof allowinga largescaleidealizedgeometry.Mick and
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Mayle [11] measureddetailed film effectivenessand Nusselt number values

downstreamof four showerheadrows of holes,two on eachsymmetrichalf of the

blunt body. Air injection wasused,andtheholeswere angledat 30° to the surface

tangent. Blowing ratios of 0.38, 0.64, and 0.97 were studied, and optimum

downstreamfilm effectivenessvalueswerefoundat the0.64blowingratio,suggesting

competingeffectsof increasingcoolantflow rateandpenetrationinto the free-stream.

In a groupof papers,MehendaleandHan [12], Ou et al. [13], and Ou andHan [14]

investigatedthe effectsof free-streamturbulenceand film hole row location on a

showerheadfilm-cooled blunt body similar to that of Mick and Mayle [11]. High

free-streamturbulencewasproducedusingbotha passivegrid andajet grid. It was

found that the film effectivenesswas reducedby the presenceof high free-stream

turbulence,but that this effect was smaller in the leading edgeregion for higher

blowing ratios. The row location study showedthat film injection closer to the

stagnationline (+15°) wasmoreadverselyaffectedby thehigh free-streamturbulence

level than injection from the downstreamrows (___40°).

A computationalstudyof showerheadcooling on ablunt body wasperformedby He

et al. [15]. Fourrowsof staggeredholesangledat 300in thespanwisedirectionwere

considered. Becauseof symmetry,only half of the flow field was analyzed. The

flow inside theholesandtheexternalflow werecomputed,but not theplenumflow.

Severalphysical phenomenonwere identified. The flow emergingfrom the row

nearestthe stagnationpoint wasshownto differ substantiallyfrom the downstream
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hole due to the pressurevariations present in the leading edge region. Also,

interactionsbetweenthecoolantfrom thetwo rowsof holesdependedon theblowing

ratio. At the lower blowing ratio of 0.52, the upstreamcoolant falls betweenthe

downstreamholes,giving goodcoverage. At the higherblowing ratio of 0.97, the

upstreamcoolantalignswith the downstreamholes,reducingthe span-averagefilm

effectiveness.

Although blunt body modelshave the advantagesof simplicity and generality,they

neglect the curvatureof anactualturbinebladewhich givesrise to the suctionand

pressuresurfacepressuregradients.It is well knowndueto the work of Ito et al. [16]

and others that differencesin blade curvaturehave a tremendouseffect on film

cooling performance.By applyinga force balanceto aportion of a film coolingjet

flowing parallel to a curvedwall, Ito et al. [16] wereableto show that:

rwl
- 1 ÷_(Icos2e-1)

where rj is the jet radius of curvature, rw is the wall radius of curvature, qb is a

parameter between 0 and 1, I is the momentum ratio, and c_ is the angle between the

free-stream and injection directions. If Icos2_ is less than 1, the jet has a smaller

radius of curvature than the wall. This means that the jet will tend to move away

from a concave surface and toward a convex surface, since the sign of the jet and wall

curvature must be the same. Thus for a concave surface such as the pressure surface



t3

of a turbineblade,film coolingperformanceshouldbeworsethanthat on a flat plate

for Icos2c_< 1 andbetter for ICOS20_ > 1. For a convex surface such as the suction

surface of a ttirbine blade, film cooling performance should be better than that on a

flat plate for Icos2_ < 1 and worse for Icos2ct > 1. These results were for non-

showerhead cooling, and thus did not account for spanwise injection.

Lander et al. [17] used an actual aircraft engine combustor upstream of a film-cooled

cascade to measure film effectiveness and heat transfer coefficient values downstream

of suction surface film cooling holes. Film effectiveness values were found to be

reduced compared to slot ejection, and heat transfer coefficients were shown to

increase in the presence of injection. In this case, the reference temperature used in

determining the heat transfer coefficients was the film temperature T_ which is the

adiabatic wall temperature in the presence of film cooling. This is the traditional

definition, and yields:

l/

h-

Tf is typically determined experimentally by removing the heat source used in

determining T w or by conducting the experiment with the coolant at the same

stagnation temperature as the free-stream. An alternate definition favored by Rigby

et al. [18] and described in detail by Abhari [19] involves the use of the adiabatic wall
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temperaturein the absenceof film cooling asthe referencetemperature. For high

speedflow, compressibilityeffectsare important,andthe recoverytemperaturemust

be used:

The advantageof thefirst definition of heattransfercoefficient is that it isolatesthe

effect of the wall heat flux on the wall temperatureand correlatesdata taken for

different coolant-to-free-streamtemperatureratios. The seconddefinition gives a

betterpicture of the overall heattransferin the presenceof film cooling. Sincethe

presentstudyallows for the independentcontrol of wall heatflux andcoolant flow,

andthe primary goalof the studyis to gain insight into therelevant flow physicsof

film cooling, thefirst definition of heattransfercoefficient will beusedherein.

An additionaleffect of blade curvature is that of the interaction of wall boundary

layers with endwall boundary layers in the presence of blade pressure gradients.

These interactions give rise to three-dimensional secondary flows which have an

impact on the effectiveness of a film cooling scheme. This impact is particularly

pronounced for low aspect ratio blading. Takeishi et al. [20] studied the effect of the

three-dimensional flow field on film cooling effectiveness and heat transfer coefficient

for an annular cascade of low aspect ratio turbine vanes. The aspect ratio of the
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bladeswas0.5. It wasfoundthatthepresenceof thepassagevortexstronglyaffected

the heat transfer and film cooling on the suction surfaceof the vane and on the

endwall,but had little impacton the pressuresurface.Flow visualizationtechniques

showedthe familiar migrationof low momentumendwallboundarylayer fluid from

the pressuresurfacetoward the suction surfacedue to pressuregradients. This

migration, alongwith the leadingedgehorseshoevortex, produceda very complex

streamlinepatternon the endwallandnearthe endwallon the suctionsurface.

None of the aforementionedstudieshave consideredthe effects of turbine blade

curvatureon theheattransfercharacteristicsof a bladewith showerheadfilm cooling.

The following recent studieshave includedthe combinedeffect of realistic blade

cascadegeometrieswith showerheadcooling schemes.Nirmalan and Hylton [21]

produced a data set of film cooling performanceas a function of Mach number,

Reynoldsnumber,turbulence,wall-to-gastemperatureratio,coolant-to-gastemperature

ratio, and coolant-to-gaspressureratio for a typical turbinevane with showerhead,

pressuresurfaceand suction surface film cooling. The downstreamfilm cooling

processwas shownto be governedby the competingmechanismsof a temperature

dilution effectanda turbulenceenhancementeffect. The temperaturedilution effect

reduces the heat transfer to the blade, while the turbulenceenhancementeffect

increasesit. The turbulenceenhancementis particularlycrucial as it relatesto the

showerheadcooling, sincethe leadingedgeinjectiontrips theboundarylayer, likely

causingthe bladeboundarylayer to be turbulent.
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CamciandArts [22] investigatedthe effectsof blowing ratio, temperatureratio, and

free-streamturbulenceon film coolingfor a realistic turbinecascadegeometry. The

bladehadthreerowsof showerheadcoolingholes,aswell asdownstreamcooling on

both thepressureandsuctionsurfaces.Realisticengineconditionswerematched. It

was found that the presenceof showerheadfilm cooling holes without coolant

injection causedan earlier transition of the suction surfaceboundarylayer. Heat

transferrateswere found to increaseimmediatelydownstreamof film holesfor the

high blowing ratio cases,while the lower blowing ratio casesexhibiteda gradually

increasingheattransferratedownstreamof theholes. This wasconsideredto be due

to separationandreattachmentof the film at the higherblowing ratios. Finally, the

effect of free-streamturbulence on heat transfer was insignificant comparedto

experimentaluncertaintydueto the buffer layer createdby the coolant film andthe

fully turbulentnatureof thebladeboundarylayer.

In anextensionof their earlierwork, CamciandArts [23] measuredheattransferrates

for the samegeometrywith bladeincidenceanglesvarying from -10° to +15°. The

bladeheattransferrateswerefoundto beextremelysensitiveto changesin incidence

angle. Sincethe incidenceangledeterminesthebladeattachmentline, it also fixes

the split of the showerheadcoolantflow betweenthe suctionandpressuresurfaces.

Variationsin thesplit of coolantflow werereflectedby heatrateson thesuctionside

which varied inverselyasthoseon thepressureside.
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Abuaf et al. [24] investigatedshowerheadandsuctionsurfacefilm coolingin a linear

cascade. A comparisonwas madebetweenheat transfercoefficientswith coolant

injection at a high blowing ratio (between1.5 and 2.7) and with the film holes

plugged, forming a smooth surface. The injection of film was found to increase heat

transfer coefficients on both the suction and pressure sides of the blade. This is

consistent with the results of Camci and Arts [22], although Abuaf et al. used the

traditional definition of heat transfer coefficient, while Camci and Arts used the

overall heat transfer definition. In both cases, the act of injection at high blowing

ratios causes an increase in mixing immediately downstream of the hole, which in turn

enhances heat transfer. The Camci and Arts results additionally show that this mixing

is sufficient to overshadow the effect of a larger flux of lower enthalpy injectant.

In a series of papers, Garg and Gaugler have presented computational methodology

and results for a film-cooled vane and rotor. The blades included showerhead as well

as pressure and suction surface film cooling. Each blade was analyzed in isolation

in the steady frame of reference. Garg and Gaugler [25] described the modification

of a three-dimensional Navier-Stokes code to predict heat transfer on a film-cooled

blade. The film holes were modeled by approximately 20 control volumes per hole

at the hole exit plane, but the hole pipes themselves were not discretized.

Computational results were in fair agreement with experimental data. Garg and

Gaugter [26] used the same numerical procedure with both fully developed laminar

(polynomial) and fully developed turbulent (one-seventh power law) velocity boundary
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conditionssuppliedat thehole exit plane. It wasfound thatthe choiceof hole exit

boundary condition could cause as much as a 60% variation in the heat transfer

coefficient on the blade near the holes. Results were dependent on geometrical

factors, such as the blade profile and film hole shape. Garg and Gaugler [27] showed

that reducing the showerhead hole spacing while maintaining the coolant-to-free-

stream mass flow ratio resulted in higher film effectiveness values. For the largest

spanwise pitch of 7.5 times the hole diameter, increasing the coolant mass flow

resulted in a reduction in film effectiveness due to film jet lift-off. This phenomenon

was not predicted for smaller spanwise pitches.

To this point, all studies discussed have assumed the free-stream flow to be steady.

This has been a reasonable approach, since assessing film cooling performance even

in a steady extemal flow is not trivial, and to a first order approximation can model

conditions in an engine. Relatively less work has been done on the impact of wake

passing unsteadiness on film cooling in a turbine blade. Rigby et al. [18] used a

rotating wheel wake generator with cylindrical bars to model inlet guide vane wakes

and shock waves under transonic flow conditions. A linear cascade of 5 turbine

blades was located downstream of the wake generator. The middle blade was film-

cooled with two injection locations on both the suction and pressure sides of the

blade. There was no showerhead cooling. The blades were highly loaded and typical

of turbine rotor geometries. An optimum blowing ratio of 1.0 was found on the

suction surface, while the film cooling had very little effect on the pressure surface



19

for all blowing ratios. The main effect of the wake passingwas a reduction in

effectivenesscausedby enhancedfilm mixing, andtheshockpassingeffectwasfound

to producelargefluctuationsin the heattransferrate. Ou et al. [28] andMehendale

et al. [29] usedanexperimentalapproachsimilar to Rigby et al. [18], exceptwith a

different bladeprofile, andincluding showerheadcooling. Becausethe tunnel was

low speed,shockswerenot present.Both air andCOainjection wereemployedfor

differentdensityratios. Ou et al. [28] investigatedtheeffectof wakepassingon heat

transfercoefficients. It wasfound that in general,the introductionof film injection

increaseslocal Nusselt numbersand is the dominanteffect. Likewise, increasing

wake passingfrequencyincreaseslocal Nusseltnumbersfor all blowing ratios,but

this effect is reducedat higher blowing ratios. The wake passingfrequency is

correlatedin termsof Strouhalnumber,which is definedas:

2"_fD
St-

U

where f is the wake passing frequency in Hz, D is the diameter of the wake-producing

body, and U is the average cascade inlet velocity. The comparisons between air and

CO2 are questionable because the fluid properties of air were used for both cases in

determining Nusselt number.

passing on film effectiveness.

Mehendale et al. [29] investigated the effect of wake

Again, a blowing ratio near 1.0 was found to provide

the highest film effectiveness, although the CO 2 performed better than air at a blowing

ratio of 1.2, while the air performed better at lower blowing ratios. This is likely due
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to the higherdensityof CO2,which givesa lower momentumratio than air for the

sameblowing ratio. It is the separationof the film from the bladesurfacewhich

lowersfilm effectivenessat very high blowing ratios. This is drivenby the injectant

momentum,andthelower momentumCO2thusperformsbetterat thehigherblowing

ratios. At low blowing ratios,film separationis not aproblem,andthe air performs

better,perhapsbecausethe additionaleffectof speciesdiffusion is not present.

Funazaki et al. [30] used a rotating wheel wake generatorwith cylindrical bars

upstreamof a showerhead-cooledblunt body. Threedifferent turbulencegrids were

also employedto independentlystudytheeffectsof deterministicandindeterministic

unsteadiness.Although theholeswerenot spanwise-angledasin anactualbladeand

heatedair wasusedasthe injectant,resultingin densityratios lessthan 1.0,several

conclusionsweredrawn. Film effectivenessvalueswerehighestat the lowestblowing

ratio of 0.4. This is in contrastto otherstudieswhich find higheroptimum blowing

ratios,but canbe explainedby the injectionnormal to the surfacewhich encourages

film separationat lower blowing ratios. Increasingwake passing frequency (or

Strouhalnumber)wasfoundto reducefilm effectiveness,especiallyat lower blowing

ratios where the influence of the wake on the low momentumfilm is strongest.

Finally, the wakeeffectwasreducedasfree-streamturbulenceincreased,asexpected.

Severalstudieshaveinvestigatedfilm cooling performanceon a turbine bladein an

actualrotatingturbinestageenvironment.Thereare two major differencesbetween
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this situation and the previous studies which used cylinder wakes to produce

unsteadiness.The first is obviouslytheuseof actualbladesto producethe upstream

wakesinsteadof cylindricalbars. Thecharacterof thetwo typesof wakesmaydiffer

dueto theboundarylayer developmenton thebladeandthe flow turning causedby

curved blades. The second major difference is the frame of reference of the film-

cooled blade. In the cascade tests, the film-cooled blade is stationary, while the wake-

generators rotate. In the stage tests, the film-cooled blade rotates, and the wake-

producing blades are stationary. This second difference may be important for cases

where the density of the coolant is greater than the free-stream, as in an engine, since

centrifugal forces will produce a buoyancy effect.

Dring et al. [31] were the first to study film cooling performance on a large scale

model of a high pressure turbine first stage. Coolant was injected from a single hole

on both the pressure and suction sides of the rotor blade. Density ratios from 1.0 to

4.0 were investigated and flow visualization studies showed radial migration of the

coolant, especially on the pressure side. The migration was found to be relatively

insensitive to the coolant properties. Film effectiveness profiles were measured

downstream of the holes. The suction surface profiles were found to correlate well

with flat plate data, while the pressure surface film effectiveness was significantly

reduced. This reduction was likely due to the radial migration of the coolant and the

concave curvature.
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Takeishi et al. [32] also measuredfilm cooling effectivenessfor a rotating turbine

blade. In this case,the bladehad a realistic cooling geometrywith showerhead,

pressure,andsuctionsurfacerowsof cooling holes. The resultsof Dring et al. [31]

were corroborated,as thepressuresurfacefilm effectivenesswas found to decrease

relative to cascadetestsdueto the radial flow and concavecurvature. The suction

surface film effectiveness was in good agreement with the stationary blade tests except

far downstream where enhanced mixing reduced the film effectiveness. Abhari and

Epstein [33] used a short duration turbine test facility to again study a film-cooled

rotating blade in a turbine stage environment. The cooling arrangement consisted of

three rows of coolant holes on the pressure surface and two on the suction surface,

but no showerhead cooling. Unlike Dring et al. [31] and Takeishi et al. [32], this

study considered transonic flowo This introduced unsteady shock passing in addition

to wake passing as unsteady effects. For these tests, the suction surface had a 12

percent decrease in heat transfer, while the pressure surface had a 5 percent increase

relative to cascade tests. The unsteady effects were attributed to coolant flow rate

changes caused primarily by shock passing pressure fluctuations. A linear subsonic

model for the flow in the film hole using the external pressure computed by an

unsteady Navier-Stokes code was presented to account for this effect. Predictions

using the model were found to be in good agreement with experimental results.

Numerical simulations for an entire film-cooled turbine stage are scarce due to the

large computational time associated with capturing both the small time scales of blade
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passingand the small length scalesof film cooling and heat transfer. However,

Domey andDavis [34] showedthatsucha simulationcouldbeachievedusinga time-

accurateNavier-Stokes solver. The computational constraints limited the simulation

to only two grid points per film hole, so local effects due to hole exit profile could

not be modeled. However, unlike previous computational simulations such as those

by Garg and Gaugler, [25]-[27], the effect of blade endwalls was modeled.

Motivation and purpose

Although recent research has begun to focus on the unsteady flow environment, the

majority of research on film coolant flow has considered the turbine free stream flow

to be steady, as indicated by Eckert et al. [35]. Studies of film-cooled turbine stages

include unsteadiness ([31]-[33]), but lack the ability to vary the unsteady parameter.

Cylindrical wake experiments solve this problem, but those in the literature ([18] and

[28]-[30]) have not sought to resolve spanwise and time variations to isolate the

important physical phenomena associated with film coolant flow. Others have

considered spanwise variations under steady conditions, for example with showerhead

cooling on a flat body with a blunt leading edge ([11]-[15]). However, detailed

experimental results for showerhead film cooling with representative blade geometries,

particularly in the unsteady environment, are lacking in the literature. To this end,

this study aims to investigate the effect of flow unsteadiness on turbine film cooling

in a more detailed and fundamental manner. Showerhead cooling was chosen because
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of the morepressingneedfor film cooling [34] and thelarger temporalfluctuations

in staticpressure[33] in the leadingedgeregion,aswell asthe demonstratedeffect

of incidenceon showerheadcooling behavior[23].

It is expectedthat theprimary unsteadyeffect on film coolantflow in subsonicand

moderately transonic turbines is due to wake passing,especially near midspan.

Further,secondaryflows arehighly dependenton theturbine geometry,and arenot

easilygeneralizedto a broadrangeof problems. Thusthis studyconcentrateson the

effect of wake passing on the film coolant flow. This can be accomplished

experimentallyusing a rotating rod arrangementupstreamof an annular turbine

cascade.Suchanarrangementproducesa periodic wakepatternwhich impingeson

the turbine blades,and avoids the angularmismatchwhich occurswith the more

common linear cascades([18], [28], and [29]). The rods are sized to match the

trailing edgediameterof anappropriateinlet guidevanefor the test turbine. There

is somedebateas to the similarity of cylinderwakesto bladewakes[36]. However

cylinder wakes have beenshown [37] to accuratelyrepresentthe relative velocity

vectordiagramandmeanwake velocity profiles of anactualinlet guidevane.

Computationally,theunsteadyflow field in afull turbinestagecanbemodeledusing

currentthree-dimensionalviscousunsteadyflow codes. Suchcodescanevenmodel

film-cooledbladesthroughflow injection at selectedgrid points [34]. However, the

computationaltime required for such a computation in sufficient detail for this
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problemwouldbe enormous,makingit impracticalto performa parametricstudyof

the important variables. In addition, it is not guaranteed that an improved

understanding of the flow physics would be obtained from such an effort. Thus the

computations of this study focus on the two-dimensional wake passing effect

approximated by the rotating rod arrangement of the experimental study. The problem

is then studied through a combination of physical and computational experiments.

These experiments are flexible enough to allow application to an appropriate matrix

of operating conditions and detailed enough to enable accurate interpretation of the

underlying flow physics. The goal of this study is to develop a physics-based

unsteady film coolant flow model which may be incorporated into steady design

codes.



2. EXPERIMENTAL APPARATUSAND PROCEDURE

Test facility

The NASA Lewis Rotor-Wake Heat Transfer Rig (Figure 3) was chosen as an

appropriate facility to investigate wake induced unsteadiness effects on a film-cooled

turbine blade. This annular-flow open-circuit wind tunnel was described in detail by

Simoneau et al. [38]. Air from the test cell is drawn through a bellmouth inlet into

the wind tunnel by the opening of downstream valves which lead to a low pressure

altitude exhaust system. The maximum flow rate for the facility is about 10 kg/s. An

ASME standard sharp-edged orifice located downstream of the test section is used to

measure the overall flow rate. The flow annulus has an outer diameter of 0.4064 m.

and an inner diameter of 0.2705 m. The facility has a rotor upstream of the test

section (Figure 4) which is capable of rotating at speeds up to 7000 rpm. The rotor

has 24 equally spaced holes at 15° intervals for the insertion of wake-producing

bodies. Although various solid and perforated plates had been employed in the rotor

previously, cylindrical rods having a diameter of 3.2 mm were employed for this

experiment. The 24 holes allow for maximum flexibility in the number of upstream

rods, since 1, 2, 3, 4, 6, 8, 12, or 24 rods may be equally spaced in the available

holes. For the purposes of this experiment, all 24 rods were used at all times, except

for the cases with the rotor removed. O'Brien and Capp [37] described the two-

component phase-average turbulence statistics downstream of the rods. Ashworth et

26
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Figure3: Rotor-wake facility.
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Figure 4: Rotor-wake facility schematic.



29

al. [4], havealsouseda cylindrical rod wakegeneratorto simulatetheeffect of an

upstreambladerow. While both setsof researchersadmitto the differencesbetween

cylinder wakesand bladewakes,they agreethat much useful information can be

gainedfrom experimentsusingcylinder wakes. Specifically,cylinder wakescannot

model theeffectsof boundarylayer productionon anupstreamblade. However, the

velocity deficit, turbulenceincrease,and rotative speedareall modeledreasonably

well [37].

The exposedtips of therotor rodswerepaintedblack exceptfor the tip of one rod

which waspaintedwith silverreflectingpaint. A fiber-opticsensorwasmountedon

the outsideannulusof therig. This sensordetectedthepassageof the silver rod tip,

and yielded a onceper revolution signal. The signal wasconvertedto a once per

wake signal by an electronicshaft-angleencoder. The once per wake signal was

recordedduringeachtestrunandusedlater to allowphase-averagingof theunsteady

data.

Downstreamof the rotor is an annularturbinecascadeconsistingof 23 blades. 23

bladeswereemployedto avoidacommonmultiplewith thenumberof wakesandthe

associatedvibrationsandstressesdueto simultaneouswake/bladeinteractions. The

first natural vibrationalbendingmode of the cylindrical rods was computedto be

approximately3100Hz. Thehighestrod/bladepassingfrequencyachievablein the

facility relativeto eachrod is 2680Hz, so no naturalbendingmodesarewithin the
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rangeof imposedforcing frequencies.The leadingedgeof the blades are 12.7 mm

downstream of the rotor centerline. The blades in the cascade have 67 ° of turning,

and may be viewed as representing embedded stator blades or lightly loaded rotor

blades. The blade profile is shown in Figure 5. Since the nominal inlet flow

direction is axial, blades in the cascade must have an inlet angle of 0 ° for optimum

incidence. This restriction disqualifies blades with the turning angles of 90 ° or greater

which are typical of rotor blades. However, the blades in this cascade were designed

as typical rotor blades with the leading edge portion removed, leaving a blade inlet

angle of 0 °. The outer annulus of the rig has three ports spaced nearly 120 ° apart,

each of which may be used to insert a test blade into the cascade. In this experiment,

two of the ports were filled with metal dummy blades identical to the permanent

blades. The third port was used to insert the test blade.

A secondary flow supply system (Figure 6) was developed to allow injection of film

cooling flow through the test blade. One of the most important parameters of interest

in film cooling studies is the ratio of film coolant density to free-stream density. This

parameter is important because of the interrelation of density, mass flux, and

momentum flux. For a given mass flux of coolant, a higher density coolant will have

a lower momentum flux, and will penetrate less deeply into the free-stream than a

lower density coolant [9]. In an actual turbine engine, the ratio of the film coolant

temperature to the free-stream temperature may be as low as 0.5° Such temperature

ratios produce density ratios of up to 2.0 through simple application of the ideal gas
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law. It was realized at an early stage in this research that such density ratios would

be impossible to achieve with air injection. Because this facility is an open-circuit

tunnel which is supplied by test cell air, extremely low temperature injection air

would be required to achieve appropriate density ratios. Even if it were practical to

produce such low temperature air, the injection of it into the free-stream would result

in condensation and freezing of the water vapor in the relatively humid test cell air.

To avoid this problem, the secondary flow system was designed to supply both air and

CO 2 to the test blade. CO 2 has a molecular weight of 44.01 compared to 28.97 for

air, so at atmospheric pressure and temperature, it has a density 1.519 times that of

air. This allows more realistic density ratios to be achieved in the experiment. The

capability to inject air was retained to allow study of the density ratio effect.

The secondary flow rates required to give blowing ratios of 0.5 and 1.0 (typical of

showerhead film cooling) for this facility at nominal primary flow rates were about

0.002 kg/s and 0.004 kg/s, respectively. These values account for the fact that only

one blade is film-cooled, but all 23 are exposed to free-stream flow. Although these

flow rates are relatively small, over the time scale of a six hour test run nearly 100

kg of secondary flow can be used, although the actual usage was usually less.

Because of these high secondary flow requirements, large dewars holding about 70

kg of liquid CO2 were used.

secondary flow supply line.

empty.

Two dewars were attached in parallel to the 13 mm

These dewars were refilled regularly as they became

The dewars were designed with a pressure-building regulator and a liquid
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outlet valve,which supplieda steadyflow of liquid CO 2 at high pressure and room

temperature to a vaporizer. Both dewars were used simultaneously to reduce frost

formation and to ensure a more constant supply pressure as the dewars emptied. The

vaporizer produces CO 2 gas through a throttling process, and contains a heater which

raises the temperature of the gas to about 300 K. Downstream of the vaporizer is a

pressure regulator which was maintained at a gauge pressure of 276 kPa. Next, the

CO 2 flows through a precise flow regulation valve which was used to control the

secondary flow rate. The flow then passes through a Hastings HFM-201 mass

flowmeter. The flowmeter has a maximum flow rate of 0.011 kg/s, and was

calibrated for both air and CO 2 using a linear regression. The accuracy of the flow

rate was determined to be within 1.0%.

Immediately upstream of the flowmeter is the convergence of the air and CO 2 supply

lines. To allow switching of secondary flow between air and CO 2, electronically-

controlled solenoid valves were placed in both the air and CO2 supply lines,

immediately upstream of the convergence point. The solenoid valves are controlled

by an external switch which allows either one or neither of the supply lines to be

open. Both supply lines may not be open simultaneously. The air is supplied by a

138 kPa shop air system which is standard in NASA Lewis test cells. The air supply

is nominally at a stagnation temperature of 293 K and has a water vapor content

approximately equal to that of the laboratory air, The air flow rate is controlled by

a separate flow regulation valve. The air supply line is 13 mm diameter steel pipe.
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In orderto measurethermalfilm effectivenessvalues,the secondaryflow mustbe at

a different temperaturethan the free-stream.This temperaturedifferenceshouldbe

aslargeaspossibleto improvethe accuracyof the film effectivenessmeasurement.

Although the densityratio problem is avoidedby usingCO2,the problemof free-

streamwatervaporcondensationis still presentfor secondaryflow temperaturesmuch

lower than room temperature.For this reason,it wasdecidedto heatthe secondary

flow to a temperaturegreaterthanthat of thefree-stream.Thewall temperaturesare

thenhigher than the uncooledwall recoverytemperatures,which is oppositeto the

situationin anactualengine,but this differenceis accountedfor by the definition of

film effectiveness. To heat the secondaryflow in the test facility, an electrical

resistanceheater was employed. The heater consistedof a series of resistors

embeddedin a cylindrical tube through which the secondaryflow passed. The

effectiveresistanceof theheatingelementwasabout60 if2. Theheaterwasconnected

to a DC power supply with a maximumvoltagesettingof 200 V. The maximum

power output of the heaterwas thus about700 W. For the blowing ratios of this

study (0.5 and 1.0), power supply voltages of 70 V and 100 V were used,

respectively. For air and CO2, these voltages resulted in secondary flow temperature

rises of about 35 K and 30 K, respectively, owing to differences in specific heat for

the two gases. The secondary flow temperature and pressure were measured by a

thermocouple and static tap, respectively, centered in a 51 mm diameter plenum pipe.

For the secondary flow rates of this test, this diameter tube was sufficient to reduce

Mach numbers to less than 0.01, so that the dynamic components of pressure and
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temperatureareessentiallyzero. The plenumtubewasconnectedto the testbladeby

a short length of flexible plastic tubing which was force-fitted over a 30 mm long

brasstube. The plastic tubing was wrappedwith 25 mm thick foam insulationto

minimize anyconductionheatloss. Thebrasstubewascementedinto thetestblade

andmountingplate,asshownin Figure7.

Test blade

The test blade was assembled in several parts, as shown in Figure 8. The bulk of the

blade is wood, which was used because of its low thermal conductivity to reduce

thermal conduction in the blade. In order to allow determination of heat transfer

coefficients on the blade surface, a heat source is required. For this experiment, a

25.4 gm thick sheet of Inconel foil was used as a resistive heater. This method is

well established, and has been discussed in detail by Hippensteele et al. [39]. Inconel

is a nickel alloy which has a nearly constant electrical resistivity over a large range

of temperatures, which makes it ideal for producing a constant heat flux over time.

To achieve a heat flux which is constant over the exposed surface area of the test

blade, a rectangular sheet of the foil was used to cover both the suction and pressure

surfaces of the blade, leaving the showerhead region exposed. The portion of the

blade covered by foil begins immediately downstream of the last row of film holes

on both the suction and pressure sides. An alternative method would have been to

cover the entire blade and drill holes in the foil at the hole locations so that the
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Figure7: Instrumentedblademountingplate.
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regions between holes would also be heated. However, this method would require

estimation of and correction for the non-constant heat flux in the leading edge region,

and so was not used. The foil was attached to the wood blade using a double-sided

adhesive.

Two copper electrodes were machined having the same profile as the blade, and a

thickness of 6.3 mm. These electrodes were glued into the test blade as shown in

Figure 8 such that they would lie adjacent to the inner and outer rig endwalls while

remaining outside the flow annulus. The foil was attached to both electrodes using

a continuous line of very small spot welds to assure a uniform distribution of heat

flux over the blade surface. The length L h of the heater between weld lines is 76.2

mm, and the cumulative width W h of the pressure and suction surface heaters is 127.0

ram. The heat flux produced by the heaters can be determined from:

VI
I/ hh

q -
LW

h h

where V h is the voltage across the heater, and I h is the current through the heater. The

electrodes were connected to a 50 Ampere power supply via heavy gauge wire to

minimize heat generation in the leads. Access to the inner diameter electrode was

achieved by drilling a 3.2 mm spanwise hole in the center of the blade. Although the

heat flux generated in the leads was less than one percent of the total heat generation,

the circuit current was limited to 36 Amperes by electrician code restrictions for the
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leads. Thiscurrentwasdeterminedto besufficientto generateanominaltemperature

increaseof 10K on the bladesurfaceunderstandardflow conditions.

The secondaryflow passageasshownin Figure 8 is a 6.3 mm diameterhole which

extendsthe length of the rig annulusto the inner diameter,makesa 180° turn, and

extendsback toward the outer diameter. This serpentinepassagewas employed

becauseof the angleof the film coolingholes. The holesareangled300to theblade

surfacein the spanwisedirection,andareorientedtowardthe outerdiameterof the

rig. Benchtestsindicatedthat amoreuniform spanwisedistributionof flow from the

film holescouldbeachievedby anoutward-directedsupplyflow. Becausethe supply

tubeinsidethebladeis limited in diameter,thevelocitiesin the tubearelarge. If the

supplyflow is directedinward,thehighflow momentumcausesthe spanwisevelocity

distribution to be skewedheavily toward the last (inner diameter)holes. If it is

directedoutward,theeffect is lesseneddueto the smalleranglewhich the flow must

turn to exit the film hole.

The film cooling hole patternconsistsof five staggeredrows of showerheadfilm

holes. Figure9 showsthefilm holerowplacementrelativeto the leadingedgeof the

blade. Computationsusing the viscousflow solver rvc3d [42] indicated that the

attachmentline for the bladewas slightly offset from the geometric leading edge

towardthe pressuresideof theblade. Furthercomputationswereusedto attemptto

place the centerrow of holessuchthat the flow from this row would evenly split
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betweenthesuctionandpressuresides.Becausethe leadingedgeradiusof theblade

is 4.9 mm, and the last leg of the 6.3 mm diametersecondaryflow passageis

concentricwith the blade leadingedgecircle, the radial length of the film holes is

1.75mmo Sincethe holesareangledat 30°, their true length is 3.5ram, resulting in

a length-to-diameterratio (L/d) of 3.5. This parameteris importantin film cooling

research,sinceit determinesthe characteristicsof the flow exiting the hole. Much

basicresearchhasbeendonefor largeL/d values(greaterthanabout 10),for example

[9]. However, the small sizeof gasturbinebladesusually causesL/d valuesto be

muchsmaller,often in therangefrom 2 to 4. As a result, theflow issuingfrom the

film holesis not fully developed,and dependson the lengthof the hole. The value

of 3.5 in the presentstudywaschosenasrepresentativefor highly angledholes.

Figure 10showsthefilm coolingholepatternasviewedon anunwrappedflat surface.

As previouslyindicated,the film cooling holesareangled30°to thebladesurfacein

the spanwisedirection,and90° in the streamwisedirection. This setof anglescauses

the hole exit shapesto be ellipseswith aspectratiosof 2:1. The pitch-to-diameter

ratio in both the spanwiseandstreamwisedirectionsis 4.0, wherethe pitch is defined

as the surfacedistancefrom the centerof a given hole to the centerof the next

aligned hole. The diameterusedis thetrue diameterof the holes(1.0 mm). There

are 17holesin rows 1, 3, and5, and 16holesin rows 2 and4o

The testbladeis instrumentedwith anarrayof 72 nickel thin-film gauges capable of
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44

responding to high frequency changes in temperature. The gauges were manufactured

by Tao Systems, Inc., and consisted of nickel sensing elements with copper leads.

The temperatures measured by these gauges are used to determine film effectiveness

and heat transfer coefficient profiles on the blade surface. The entire gauge array is

shown in Figure 11. In order to allow spanwise resolution of the temperature profile

behind the film cooling hole pattern, eight gauges were placed at each chordwise

location. These eight gauges were situated to completely span one unit cell of the

hole pattern, as shown in Figure 10. The gauges were deposited on a Kapton

polyimide sheet by the manufacturer. This sheet was cemented to the blade surface

over the Inconel foil heater. Figure 12 shows a schematic view of the layers on the

blade surface. The thicknesses of the polyimide sheet, copper leads, and nickel

gauges are 63.5 pm, 5.0 pm, and 0.25 gm, respectively. The test blade had been

machined slightly smaller than the cascade blades to allow the layers of

instrumentation and adhesive to bring the blade to the proper size° Because the

showerhead region is free from instrumentation and adhesive, it was coated with a

thin layer of wood putty to allow a smooth surface contour transition from the

showerhead region to the instrumented portion of the blade. Covering the film holes

was avoided by placing 1.0 mm pins in them during this coating process which were

removed after the putty had hardened. Each gauge has a width of 0.3 mm, and the

hole pattern has a pitch of 4.0 mm. The gap between adjacent gauges is 0.2 mm.

The streamwise length of each gauge is 1o0 mm. There are nine gauge rows in the

chordwise direction, four on the pressure surface, and five on the suction surface. The
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first row on eachsurfaceis 8.0 mm downstreamof thecenterrow of film holes,and

thesubsequentrowsarespacedat 13.5mm intervals. Thisresultsin chordwisegauge

locationssummarizedin the following table asa functionof x/d, the surfacedistance

of the gaugefrom the leadingedgedivided by the film hole diameterof 1.0mm.

Gaugesare numberedsequentiallyfrom suction surfacetrailing edge to pressure

surfacetrailing edge,andpressuresurfacedistancesareconsideredpositive.

chord

4

5

6

7

8

• 9

location '

1

2

3
?,

x/d

-62.0

-48.5

-35.0

-21.5

-8.0

• 8.0

2i.5

35.0

Each individual gauge, as shown in Figure 13, consists of a serpentine pattern of

nickel deposited on the polyimide substrate. Eight serpentine passes were required

to give the desired electrical resistance of approximately 50 if2 per gauge. It was

determined that lower resistances would result in excessive experimental error. In the

manufacturing process, the entire gauge pattern including leads was initially deposited
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using nickel. Subsequently, the leads were covered with copper to decrease their

electrical resistance, leaving only the active part of the gauge exposed. Because of

the larger current flow area in the leads and the lower electrical resistivity of copper,

the leads contributed less than 1.0% of the total circuit resistance.

The thin-film gauges were calibrated by the Cortez III Service Corporation in an

isothermal chamber. The resistance of the gauges was measured at 10 °C intervals

from 10 °C to 80 °C using the experimental current of 1.0 mA as the reference signal

to simulate any resistive heating effect in the experiment. Any such effect was found

to be negligible. Resistances were measured for each temperature starting with the

lowest, progressing to the highest, then back to the lowest again to account for any

hysteresis effect. The two readings for each gauge at each temperature were averaged,

although the differences were again found to be negligible. Because of the slight non-

linearity of the temperature-resistance curve, a quadratic equation was used to

calibrate each gauge. Due to the expected temperature range of the experiment and

to achieve a better correlation with the calibration data, a least squares fit to the data

was performed using only the 20 °C to 60 °C calibration data. The resulting

calibration curves were found to agree with the calibration data to within about 1.0

°C.

Figures 14 and 15 show the fully instrumented test blade suction and pressure sides,

respectively. The rectangular plate on one end of the blade is used to mount the blade
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in the test section. The film cooling hole patternoriginally wasdesignedto extend

the entirelengthof theflow annulus.However,preliminarybenchtestsindicatedthat

even with the supply flow directedoutward, the spanwisevelocity distribution is

skewedtowardthelast (outerdiameter)holes. Additionalbenchtestswereperformed

to measurethe stagnationpressuresupplyingeachfilm hole in the middle row of

holes. Thereare 17holesin thespanwisedirectionin themiddle row. Hole 1 refers

to the innermosthole andhole 17 refersto the outermosthole. With all holesopen,

anda flow ratecorrespondingto a blowingratio of 1.0with air asthe secondarygas,

stagnationpressurevariedfrom 0 Pa at hole 1to 4550Pa at hole 17. Hole 9 had a

pressureof 2516Pa. However,holes 14 through 17all hadsupply pressureswithin

70Pa of eachother. With this in mind,holeswereincrementallycoveredwith tape,

starting with the outermostand progressingtoward midspan. At each step, the

stagnationpressuresat each hole were measured. It was found that at each

configuration, the five outermostuncoveredholes had supply pressureswithin

approximately5 percentof eachother. At innerhole locations,the supplypressures

werereduced. Sincethetestbladeinstrumentationwasplannedto beat midspan,it

is desiredto establishas nearly periodic flow as possiblein the midspan region.

Clearly, the most important holes for establishingdownstreamperiodicity in the

midspan region are thoseat midspanand immediately adjacenttoward the inner

diameter,sincethe coolantflow is injectedtowardthe outerdiameter. Computations

using the viscousflow solverrvc3d [42] indicatedthat flow from a givenfilm hole

migratesno more than about threehole pattem unit cell pitches in the spanwise
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direction by the time it reachesthe blade trailing edge. On the basis of this

information and the desire to have at leastone unit cell beyondthe midspanhole

uncovered,holes 11 through 17 were permanentlycoveredwith smoothtape. All

holesin the otherrowsbeyondthis point werealsocovered. Thetapecoveringthese

holescanbe seenin Figure 15.

Testprocedure

The following discussionwill describethe procedurefor a typical experimental

session.After all equipmenthasbeenpreparedandwith the rig bellmouthremaining

covered,the time-averagetemperatureof all 72 thin-film gauges are recorded along

with the rig inlet temperature, which is determined via the average of three

thermocouples inside the covered rig, immediately upstream of the test blade. This

information is used to calibrate any offset of the gauges relative to the reference inlet

thermocouples. There was a slow drift of thin-film gauge readings relative to the inlet

thermocouples, particularly on the pressure side of the blade. This drift occurred over

a period of months, as the pressure side gauges gradually indicated higher

temperatures due to higher resistances. It was suggested by the calibration company

to adjust the experimental temperatures by the measured offset at room temperature.

However, the increase in gauge resistance may have been due to a gradual erosion of

the gauge material by particulates in the laboratory air. This explanation is

strengthened by the fact that particles would impact on the pressure side of the blade
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becausetheir densityis greaterthan that of air. Indeed,a black film wasfound on

the pressureside of the bladeuponinspection° Suchan explanationfor the gauge

drift givesa uniqueadjustedcalibrationcurvefor a givenoffsetat roomtemperature,

assumingtheresistivityof thegaugeto beconstant.This adjustmentwasusedin the

datareduction.

After thecalibrationreadings,the rig bellmouthcover is removed,andthesecondary

flow (eitherair or CO2)is initiated. The secondaryflow power supply is turnedon

andsetto thepropervoltage. A waitingperiodof up to anhour is requiredto allow

thesecondaryflow to reachsteadystateconditions.Whenthis occurs,thevalvesare

openedto allow the primaryrig flow to begin. Theprimaryflow is adjustedto reach

an inlet Machnumberof 0.27. Next, the rotor is spunto the requiredspeed. The

pertinent data are then recordedfor eachrow of gauges,allowing about 1 minute

betweeneachsetof readingsfor thesteadycomponentof thegaugereadingsto reach

a constantvalue. The Escortdatasystemreadsthe dataonceper secondfor twenty

secondsandrecordsthe averagevalueof all data.

Simultaneousto everysteadydatareading,the amplifiedAC componentof the gauge

signalsarerecordedon theMasscompdatasystemat afrequencynecessaryto record

about 50 time stepsper wakepassing. For the highestrotor speed,this resultsin a

frequencyof about 140kHz. The signalsarerecordedfor a periodof about50 rotor

revolutions,or 1200wake passings.The AC dataarepassedthrougha 5 kHz low-
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passfilter to removevery high frequencynoisefrom the data. This wasnecessary

becausethe phase-averageunfiltered dataexhibited an unacceptablelevel of high

frequencynoise. Phase-averagingwasaccomplishedby placingtheAC datainto bins

basedon their occurrencein time relativeto the onceper revolution signal. The

numberof bins is slightly lessthanthenumberof pointsmeasuredper wakepassing

to ensurethatall bins receiveat leastonereadingperwakepassing.Thereadingsfor

eachbin are then summedandaveraged.Therewas alsoa problemwith a 60 Hz

noisesignal in the lab. This was remediedby averagingthe unsteadydataover a

sufficiently largenumberof wakepassingperiods.

After all dataare recordedfor a givenrotor speed,the procedureis repeatedfor the

other rotor speedsof interest. Next, thepower supplyto theInconel foil heateron

the blade is turnedon, andthe voltageis set at the test value. Severalminutesare

allowed for the blade to reach a steadyperiodic temperature. The entire test

procedureis now repeatedfor all rotor speeds.Thecomparisonof thedatasetswith

and without the foil heaterallowsdeterminationof heattransfercoefficients.

The entire testproceduredescribedto this point is repeatedfor both air and CO 2 at

blowing ratios of 0.5 and 1.0. In order to determine recovery temperatures on the

blade, the film holes are taped over with thin cellophane tape, and the test procedure

is conducted as before, both with and without heating the blade. The heated blade

case is used to establish non-film-cooled heat transfer coefficient distributions.
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Baseline steadycasesfor comparisonto the rotating data are establishedby two

differentmethods. In thefirst method,eight testcasesareinvestigatedwith the rotor

fixed in eight equispacedpositionsrelative to the testblade. The angularrotation

betweenadjacentpositionsis 1.875°, which is equivalentto a midspandistance1.75

times the cylindrical rod diameter. The resultsfrom thesecaseswere averagedfor

comparisonto the rotatingcases. Theadvantageof this methodis that it represents

a true limiting casefor the rotatingdata,sincethe blockageof the cylindrical rods

remainspresentas it is for the rotating cases. Unfortunately, the resultsmust be

averagedovermany incrementallyshiftedrotor positionsto achievea true average,

andthetime requiredto recordsuchdatais prohibitive. Alternatively, therotor was

removedentirely anda baselinecasewasestablishedwith no upstreamrotor. This

has the advantageof simplicity and short test time, but doesnot representa true

limiting case,asmentionedpreviously.

Data reduction procedure

The experiment was conducted for fixed values of Strouhal number. The definition

of Strouhal number used to determine the required rotor speed is:

2zNDn
St-

60U

where N is the rotor speed in rpm, D is the cylindrical rod diameter, n is the number
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of rods in the rotor, and U is the cascadeinlet axial velocity. This definition is

consistentwith that usedin themajority of previousrotor-wakeexperiments.

The definition of film effectivenessasgivenfor compressibleflow is:

T-T
y r

11 -
T-T

C r

where Tf is the film temperature, Tr is the recovery temperature, and T¢ is the injectant

stagnation temperature. The various temperatures are measured under different

experimental conditions in separate test runs. The film temperature and injectant

stagnation temperature are measured with the film cooling on, and the recovery

temperature is measured with the film cooling off. Since laboratory air is used for the

primary flow, it is not in general possible to maintain the same inlet temperature for

both test runs. Thus the recovery temperature must be corrected to match the film-

cooled case. It is known that:

T = T(1 + $-lrM-) _-
2

and

r = T(1 + Y-1,M-) 9-
o 2
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where To is the free-streamstagnationtemperature,T is the free-streamstatic

temperature,r is therecoveryfactor,andM is thefree-streamMachnumber. Taking

the ratio of recoveryto stagnationtemperature:

T
r

T
O

1 + Y----_lrM2
2

1 + Y---_IM2
2

If y, r, and M are all invariant with film blowing rate at a particular location on the

blade, then so is the temperature ratio:

T T
r r

(T)b -- (T) b
0 0

where the subscripts b and nb indicate blowing and no blowing, respectively.

Substituting back into the definition of film effectiveness:

11

T

o,nb

T
o,b

r-(r.b)(g-)
o,nb

The definition of heat transfer coefficient as given previously is:

H

h---
T-T

w f
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where Tf is the film temperature and Tw is the wall temperature with film cooling and

a local heat flux of q". Here the sign of the denominator is defined for a positive heat

flux into the flow. Again, the film temperature and wall temperature are measured

experimentally in separate test runs, necessitating corrections to account for

differences in flow conditions between the two test runs. A correction must be

applied not only for differences in inlet stagnation temperature, but also for

differences in injectant stagnation temperature, which may also vary slightly between

test runs. It is necessary to determine the film temperature which would result if the

heat flux were set to zero in the heated wall test run. To do this, the definitions of

film effectiveness for both runs are used:

'qnh

T

TI, T o,b,nh
nh -( r,nb,nh)(_ )

o,nb,nh

T
o,b, nh

o,nb, nh

and

_h

T

T T o,b,h
:,h-( ---)

o,nb,nh

T
o,b,h

o,nb,nh

where subscripts h and nh indicate heating and no heating, respectively. If it is
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assumedthatthefilm effectivenessis thesamefor bothwall heatflux conditions,then

thefilm temperaturefor the heatedwall caseis:

T
T T o,b,_

r = ( :,- r,nb,_(T----))(
o,nb,nh

T

T I," o,b,h .rc_- r,n_,_--f-----_ r
o,nb,nh _ . o,b,h .

.) ÷ -__;,_b,_t-_--_T
o,b,nh . o,nb,nh

o,nb,nh

and the heat transfer coefficient may be determined from:

ll

h-
T-T

w y,h

The Nusselt number is typically defined in turbine heat transfer studies as:

hc

Nu -
k

where c is the blade chord length (63.5 mm in this experiment), and k is the thermal

conductivity of the film. For air injection, a constant thermal conductivity of 0.0263

W/m.K is used [40] based on a mean temperature of 300 K. For carbon dioxide

injection, a mixture of gases is present at the wall, and the procedure of Bird et al.

[41] is used to estimate the thermal conductivity at the wall. For this analysis, a

constant thermal conductivity of 0.01655 W/m.K is used for pure CO2 [40], again at

300 K. The analysis also requires knowledge of the dynamic viscosity of both gases.

These values at 300 K are 1.846 x 10 .5 N.s/m 2 and 1.49 x 10 .5 N.s/m 2 for air and
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carbondioxide, respectively[40]. The flow on the blademay be consideredfully

turbulentdueto thepresenceof the leadingedgeinjection. The ratioof eddythermal

diffusivity to eddy massdiffusivity may thenbe assumedto be 1.0by the analogy

betweenturbulentheatandmasstransfer[41]. With this assumption,the local mole

fraction of carbondioxide may be takento be equalto the local film effectiveness

becauseof thesimilarity of thethermalandmassboundarylayers. The equationsfor

a mixture of gasesasgiven by Bird et al. [41] are:

k
m/x

n x.k.

i=1 n

x._.
j=l J 'J

where kmix is the effective thermal conductivity of the mixture, x i is the mole fraction

of component i, k i is the thermal conductivity of component i, and _ij is given by:

tX M
Mi)-l1211 + (2)1/2(j)1]4] 2

- 1(1+___ - _

where Mi is the molecular weight of component i and gi is the dynamic viscosity of

component i. Using the previous two equations with the properties of air and carbon

dioxide given, the following equation was derived to determine the thermal

conductivity of the mixture:

1 + 0.258rl - 0.045"q 2. 1¥

k s : 0.0263"( 0.150rl 2) -m-K1 + 0.774rl +



3. EXPERIMENTAL RESULTS

Time-resolved results

As indicated in Chapter 1, one of the goals of this study was to obtain time-resolved

film effectiveness and Nusselt number distributions for various test conditions. The

next several plots graphically show the steps involved in attempting to obtain these

quantities. Due to the massive quantities of data recorded, representative cases are

presented here.

Figure 16 shows the phase-average voltage trace for a typical single gauge with film

injectant. It can be seen that the filtering process and averaging of many wake

passing cycles has provided a rather smooth periodic profile. However, the

magnitudes of the variations are extremely small. The absolute value of the voltages

is irrelevant, since the voltage trace contains only the AC portion of the signal. When

the AC and DC voltages are combined and converted to a temperature using the gauge

calibration curve, the result is a phase-average temperature trace as shown in Figure

17. The conversion to temperature does not change the character of the curve, since

the changes in temperature are small, and the calibration curve is nearly linear. In

fact, the temperature variations shown in Figure 17 are only about 0.2% of the

difference in temperature between the free-stream and the injectant. Figure 18 shows

the phase-average temperature trace for the same gauge with no film injectant. The

62



63

0.00033 I ' I ' I I

;>

exl)

O

_D
_0

0.00032

0.00031

0.00030

0.00029
0.0

, I , I t I , l ,

0.2 0.4 0.6 0.8

time/wakepassingpefiod

1.0

Figure 16: Phase-average voltage for a single gauge.
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Figure 17: Phase-average temperature for a single gauge with film injection.
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temperaturesare lower becausethe injectant is hotter than the free-stream.

Surprisingly,thecurveshowsthesamebehavioras in Figure 17,with thepeakshifted

only very slightly to theright, andthemagnitudeof variation reducedslightly. The

differencebetweenthe curvesin Figures17and 18is essentiallythe numeratorin the

film effectivenessdefinition, and so this difference is proportional to the film

effectiveness.Becausethecurvesexhibit similar behavior,the variationscancelout

in the difference, and the unsteadyfilm effectivenessis constantin time within

experimentalaccuracy.However,evenif the curveswerenot similar,the very small

magnitudeof thetemperaturevariationswould resultin only minor variationsin film

effectiveness.

The definition of film effectivenessassumesthat the heatflux at the wall is zero. A

properdefinition of unsteadyfilm effectivenessthusrequiresthat theheatflux at the

wall bezeroat all times. Computationally,this is easilyaccomplishedby settingthe

temperaturegradientto zeroat the wall for eachtime step. This wasin fact donefor

thecomputationalwork in this project. An identicalexperimentwould requiretheuse

of a substratematerialunderthegaugeshavingzerothermalconductivity. Obviously,

this is impossible,and sotransientthermalconductionin the substrateis a problem.

The film temperaturerequiredby the film effectivenessdefinition is thennot equal

to the actualwall temperature,but is rather thetemperaturethe wall would reachif

it wereadiabatic.The magnitudeof this effectdependson thefrequencyof the free-

streamtemperaturefluctuationandthesubstrateproperties,andis in generalhigh for
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the frequenciesof this study. A procedureis describedin Appendix II which enables

estimation of the periodic adiabatic wall temperature from the measured periodic

surface temperature. Using this procedure, the corrected film temperature for the data

in Figures 17 and 18 is shown in Figure 19. It can be seen that the magnitude of the

adiabatic wall temperature variations is much greater than the measured wall

temperature variations, by a factor of about 50, and the peak temperature has shifted.

However, the procedure described in Appendix II also amplifies any noise in the

measured signal, since it involves the derivative of measured temperature with time.

This relative increase in the noise is apparent in Figure 19.

Despite the increased variations in the corrected wall temperatures, the periodic

temperature profiles with and without injectant are still similar for the gauge shown,

and these variations again cancel in the film effectiveness definition. Figure 20 shows

the phase-average film effectiveness variation using the corrected temperatures. The

variation is small for this particular gauge. Other gauges showed larger time

variations of film effectiveness, but these were random and lacked repeatability.

Because of the increase in noise caused by the correction procedure, it is difficult to

glean much information from the results of individual gauges. The Nusselt number

results for individual gauges showed even more noise than the film effectiveness

results. For this reason, the unsteady film effectiveness and Nusselt number were

span-averaged to determine if any trends would emerge. Figures 21 through 24

present these span-average data for each gauge row with a wake passing Strouhal
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Figures21and22 showfilm effectivenessvaluesfor thesuctionandpressuresurface

gauges,respectively.It canbeseenthatevenwith span-averaging,thehigh frequency

fluctuations are large relative to the overall trends. Certainly at the downstream

locations(chords1,2, 3, 8, and9), thefilm effectivenessis effectively constantwith

time. Chord4 showsa largereductionin film effectiveness,and chord 7 showsa

smallerreductionwhich occursat thesamedimensionlesstime of 0.6, while chord 6

exhibitsa small increasenearthattime. The uncertaintyin thedatawarrantscaution

in focusing on small trends,althoughperhapsa wake effect is travelling down the

blade and causing out-of-phaseeffects at different chordwise locations. It is

interestingthatchords4 and7 seemto havea similar trend,sincebotharethesecond

gaugerow from thefilm holes,andthusarethe samedistancefrom theleadingedge.

Figures23 and24 showNusseltnumbervaluesfor the suctionandpressuresurface

gauges,respectively. Again, high frequencyfluctuationsarepresentwhich arenow

more pronouncedat the near-holelocations(chords5 and 6). The Nusseltnumber

trendsseemto follow the film effectivenesstrendsfor eachgaugerow, with higher

Nusselt numbersassociatedwith higher film effectivenessvalues. Higher Nusselt

numbersareseenneara dimensionlesstime of 0.6 for both chords5 and 6, which

may indicate the mechanismresponsiblefor the known enhancementof Nusselt

number in the stagnationregiondueto wakepassing(O'Brien [5]).
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Figures 25 through 36 present the corrected phase-average film effectiveness and

Nusselt number plots for Strouhal numbers of 0.500, 0.250, and 0.167. The high

frequency fluctuations are higher for these cases because of differences in the 5 kHz

low-pass filtering process. The 0.600 Strouhal number data was filtered during data

recording, while the lower Strouhal number data was filtered during post-processing.

Apparently differences between the two processes removed different levels of noise

from the data. In view of the uncertainty in the unsteady data by both filtering

processes, it was decided not to re-record the data using a common filtering process.

Both filtering processes retain the lower (near wake passing) frequency fluctuations

since they only filter frequencies higher than 5 kHz. It is difficult to derive any

conclusions from Figures 25 through 36 other than the point that the film effectiveness

and Nusselt number distributions are nearly constant within the admittedly high

experimental uncertainty. They are presented here for completeness.

It was concluded that the instrumentation as configured is unable to resolve much

meaningful unsteady variation in film effectiveness, at least at the frequencies of this

study. Whether that is due to the deficiencies of the instrumentation or because the

film effectiveness does not exhibit high frequency variations is an open question.

Steady results presented later in this chapter show a consistent detrimental effect of

wake passing on steady film effectiveness, but it is possible that this effect occurs

only in a steady sense, and the film effectiveness does not undergo a large variation

with time. This question could be resolved in the future through the use of double-
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sided gauges, which would be better able to account for the transient conduction in

the substrate.

Time-average span-average results

The steady experimental results will be shown in two forms. First, the effect of

blowing ratio and injectant species on span-average film effectiveness and Nusselt

number will be shown at each wake Strouhal number. Next, the effect of wake

Strouhal number on the span-average heat transfer quantities will be presented for

each blowing condition. The span-average quantities are plotted as a function of

chordwise location. Due to the large amount of data available, representative

spanwise plots of local steady heat transfer quantities will be shown. These spanwise

plots are preferable to surface contour plots, because the large ratio of chordwise to

spanwise spacing of the instrumentation causes two-dimensional contour plots to be

misleading due to interpolation problems. The experimental uncertainties as estimated

in Appendix I are shown as vertical lines at each data point.

Figures 37 through 40 show the steady span-average film effectiveness versus

chordwise location for the four blowing conditions. The thick solid line indicates the

case with the rotor removed and no wakes present. The thin solid line is the average

of the eight equispaced stationary rotor cases. Although the Strouhal number is thus

zero for this case, the effect of the wake is apparent as a reduction in film
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effectiveness relative to the no rotor case. This reduction increases with distance from

the leading edge, especially on the suction side of the blade, and is due to spanwise

mixing processes which will be discussed in the span-resolved data discussion.

All four plots indicate a general reduction in film effectiveness as the level of

unsteadiness increases. This reduction is nearly monotonic with increasing Strouhal

number. The reductions in film effectiveness are most pronounced on the blade

suction surface. This phenomenon is explained by the swirl caused by the rotor. For

the no rotor and stationary rotor cases, no swirl is imparted to the flow by the rotor,

and the flow enters the cascade with zero swirl. This condition establishes a

particular attachment line on the blade, and determines the split of coolant between

the suction and pressure sides of the blade. As the Strouhal number increases, the

wake-producing pins impart swirl to the free-stream toward the pressure side of the

blade (see Figure 4). This moves the attachment line toward the suction side, and

skews the coolant flow toward the pressure side of the blade. This in turn increases

the film effectiveness on the pressure side compared to the suction side. However,

this effect is smaller than the reduction due to increased mixing, so the overall effect

of increased Strouhal number is to reduce film effectiveness on both the suction and

pressure sides of the blade.

Figures 41 through 44 show the steady span-average Nusselt number versus chordwise

location for the four blowing conditions. The results on the suction surface indicate
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little effect of rotational speed or even presence of the rotor for all blowing

conditions. The pressure side results near the leading edge are likewise independent

of rotational speed. However, the downstream pressure side results show a marked

increase in Nusselt number with the rotor removed. This is most likely due to

changes in the blade aerodynamic performance, and not changes in the film cooling

behavior, although detailed flow measurements would be necessary to confirm this

hypothesis. Computations indicated a small separation bubble near the suction side

trailing edge with no wakes which was not present with moving wakes. This

indicates that the blade exhibits different aerodynamic performance depending on the

presence of a passing wake. It is not clear why the data indicate no effect on the

suction side.

Figures 41 through 44 show the Nusselt number distribution to be nearly constant

downstream of the first chordwise gauge location on both the suction and pressure

sides of the blade for all cases with rotor present. This is typical for turbine blades

and illustrates the competing effects of increasing free-stream velocity and increasing

upstream heating length with increasing distance from the leading edge. For all cases,

the highest Nusselt number is found near the suction surface leading edge, consistent

with the velocity spike and absence of upstream heating in this region. The pressure

side leading edge Nusselt number is also large due to the absence of upstream heating.

Figures 45 through 50 are plots of steady span-average film effectiveness versus
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chordwiselocation for eachrotationalspeed. For all wakeconditions,the blowing

ratio of 1.0yieldshigherfilm effectivenessvaluesat all chordwiselocationsthan the

blowing ratioof 0.5. This indicatesthat the 1.0blowingratio is not sufficiently high

to causelift-off of thefilm jets from thebladesurface,which wouldbeevidencedby

a more rapid decay in film effectivenesswith chordwise distance. This is not

surprising,becauseof therelativelysmall angleof injection(30°to thesurface),and

the verynatureof showerheadcoolingwherethefree-streamvelocityis nearlynormal

to the blade surface, which tends to force the injectant to remain attached.

Interestingly,thefilm effectivenessfor air injectionis generallyhigherthanfor carbon

dioxide injectionfor all casesexceptat the higherblowing ratioon thepressureside,

where it is only slightly lower. Thespecificreasonfor thebetterperformanceof air

is difficult to determine,sincenot only do thetwo gaseshavedifferentdensitiesand

hencemomentaat the sameblowingratio, but arealsodifferent species.A possible

explanation is that the air, having a lower density and thus a higher velocity, is better

able to produce a stable film. However, this seems to contradict the prevailing

wisdom that low momentum injectant performs better, although this rule of thumb was

developed mainly for non-showerhead cooling. Perhaps some aspect of the CO 2

injection enhances turbulent mixing, although this seems unlikely since the molecular

diffusion of CO2 is expected to be slower than air because of its higher density. In

addition, this would require a more rapid decay of film effectiveness with chordwise

distance, which is not indicated. A definitive resolution of this question would require

a facility capable of producing a large range of injectant temperatures.
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Figures 51 through 56 show the steady span-average Nusselt number distributions for

each rotational speed. In general, the presence of injection through the film holes

increases the Nusselt number. As expected, the increase is greatest for the higher

blowing ratio, since there is more interaction between the injectant and the free-stream

and hence more mixing and greater heat transfer. Surprisingly, the carbon dioxide

injection even at the lower blowing ratio produces higher Nusselt numbers than air

injection at the higher blowing ratio. This phenomenon is consistent with the higher

film effectiveness measured for air versus carbon dioxide. In both cases the CO2

indicates an unexplained increase in mixing relative to air.

Time-average span-resolved results

All experimental results to this point have been in terms of steady span-average film

effectiveness and Nusselt number. The next set of graphs show film effectiveness and

Nusselt number versus spanwise gauge location at each chordwise location. To limit

the results to a manageable level, only the carbon dioxide injection with a blowing

ratio of 1.0 results are given. These results are representative of those for the other

blowing conditions. For all plots, spanwise gauge location 9 is a periodic point

identical to spanwise gauge location 1. A few of the 72 thin-film gauges were lost

during the experimental study. A location without a working gauge is indicated by

the absence of a symbol at that spanwise location on the plot. Most of the lost gauges

were at chord location 9, the suction surface trailing edge.
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Figures 57 through 65 are the steady spanwise film effectiveness plots for chordwise

locations 1 through 9, respectively. Each plot shows the effect of increasing Strouhal

number on the spanwise film effectiveness distribution. Except for chord location 5

(x/d=-8.0), and to a lesser extent chord location 6 (x/d=8.0), the film effectiveness

distribution is uniform. The only possible exception is for the no rotor case on the

downstream suction surface (chords 1, 2, and 3), where there is a slight increase at

span locations 4 through 6, possibly indicating a coherent film coolant trajectory.

However, the presence of a wake seems to dissipate any non-uniformities at these

locations.

On the suction surface near the leading edge (Figure 61), a large spanwise variation

in film effectiveness is found. The trends are consistent for all Strouhal number

cases, but the differences in magnitude provide some interesting details about the

film/wake interaction in this region. The largest spanwise variations occur when the

rotor is removed, due to the absence of wake-induced mixing of the film. As the

Strouhal number is increased, not only does the span-average film effectiveness

decrease, but the spanwise variations decrease as well, indicating that the higher wake

passing speeds provide more spanwise mixing of the film. Perhaps the most

interesting aspect of Figure 61 is the behavior at spanwise locations 2 and 3. This is

the lowest film effectiveness region, and thus corresponds to the gap between two

adjacent film jets. It appears that the presence of a rotor wake actually increases the

film effectiveness slightly in this region up to a Strouhal number of 0.500. This
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Figure 58: Film effectiveness for CO 2 injection at B=I.0, chord location 2.
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Figure 59: Film effectiveness for CO 2 injection at B=I.0, chord location 3.
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Figure 61: Film effectiveness for CO 2 injection at B=I.0, chord location 5.
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Figure 62: Film effectiveness for CO 2 injection at B=I.0, chord location 6.
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Figure 63: Film effectiveness for CO 2 injection at B=1.0, chord location 7.
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Figure 64: Film effectiveness for CO 2 injection at B=I.0, chord location 8.
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increase offsets the decrease in the high film effectiveness region (spanwise locations

5 through 8), so the span-average film effectiveness is not degraded by the presence

of a rotor wake or by increasing Strouhal number up to about St=0.250. This helps

explain the behavior seen on the suction side in Figures 37 through 40, where the

presence of a rotor has a greater effect at larger distances from the film holes. Near

the film holes, the wake acts to effectively spread the film jet, reducing spanwise

gradients but not the span-average film effectiveness since the gaps between the film

jets are filled. Farther downstream, the effect of this spanwise mixing of the jet

begins to reduce the span-average film effectiveness since the low film effectiveness

gaps are already filled, and no additional benefit results from spanwise mixing.

Near the pressure surface leading edge (Figure 62), there is a small but consistent

spanwise variation of film effectiveness. For all wake conditions, the film

effectiveness is slightly higher at spanwise locations 3 through 6. However, unlike

Figure 61, the reductions in film effectiveness due to increased Strouhal number are

constant across the span, much like the downstream suction and pressure surface

locations. This indicates that the film jets spread out more quickly on the pressure

surface, and any benefit due to increased spreading of the jets by the wake is no

longer present at x/d=8.0.

Figures 66 through 74 present the spanwise Nusselt number distributions, again for

the case of carbon dioxide injection at a blowing ratio of 1.0. These plots indicate
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Figure 66: Nusselt number for CO 2 injection at B=I.0, chord location 1.
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Figure 67: Nusselt number for CO 2 injection at B=I.0, chord location 2.
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Figure 68: Nusselt number for CO 2 injection at B=I.0, chord location 3.
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Figure 69: Nusselt number for CO 2 injection at B=I.0, chord location 4.
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Figure 70: Nusselt number for CO 2 injection at B=I.0, chord location 5.
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Figure 71" Nusselt number for CO 2 injection at B=I.0, chord location 6.
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Figure 72: Nusselt number for CO 2 injection at B=I.0, chord location 7.
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Figure 73: Nusselt number for CO 2 injection at B=I.0, chord location 8.
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Figure 74: Nusselt number for CO 2 injection at B=1.0, chord location 9.
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very little spanwise variation in Nusselt number, even near the leading edge. At chord

location 5 (Figure 70), spanwise gauge locations 2 and 3 for the no rotor case seem

to indicate an increase in Nusselt number, but the sharp drop to spanwise location 1

and the absence of a similar trend for other Strouhal numbers cast doubt on these

points, although a subsequent check of the data showed the gauges to be functioning

properly. Except for those data points, there is no indication of meaningful spanwise

variation for any chordwise location at any Strouhal number. These plots again show

the increase in Nusselt number for the no wake case near the pressure surface trailing

edge that was seen in Figures 41 through 44. Except for this increase, there is very

little effect of Strouhal number on Nusselt number.

Stationary_ wake results

Because of the difficulty in obtaining meaningful results from the unsteady

temperature readings, it was decided to scrutinize the results from the stationary wake

data that was obtained as a limiting case of zero Strouhal number. Figures 75 and 76

show the span-average steady film effectiveness variations with rotor wake location

for the suction and pressure surfaces of the blade, respectively. Wake location 5

corresponds to a rotor position such that the wake is aligned with the blade leading

edge. Wake location 9 is identical to location 1, and is for the wake at mid-passage.

Wake locations 2 through 4 are nearer the suction surface, and wake locations 6

through 8 are nearer the pressure surface. These plots are essentially a limiting case
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of what was shown in Figures 21 and 22. Here, however, the rotor speed has been

reduced to zero, and instead of plotting as a function of time, the results are plotted

as a function of angular wake location.

Figure 75 shows a highly repeatable distribution for all chordwise locations. With the

wake impinging on the blade (location 5), the film effectiveness is reduced by about

0.05 at chord 5 and almost 0.10 at the downstream locations. This result is expected

due to the enhanced film mixing caused by the increased turbulence in the wake. It

is surprising that the absolute reductions in film effectiveness are greater at the

downstream locations, because the levels of film effectiveness are lower at these

locations. However, this supports the explanation given for the behavior in Figure 61.

The impingement of the wake on the leading edge increases spanwise mixing of the

film, but this action is actually favorable in the low effectiveness gaps between jets,

which at chord 5 partially offsets the detrimental dissipation of the film.

Figure 76 indicates an even greater reduction in film effectiveness due to wake

impingement on the pressure surface than on the suction surface. Reductions of about

0.15 at chord 6 and at least 0.10 downstream are noted. Both the suction and pressure

surface data show an asymmetry of the film effectiveness profile. For both sides of

the blade, the film effectiveness is reduced more for a wake location nearer that side,

as expected. Thus the suction surface film effectiveness is reduced more at wake

locations 3 and 4 than at wake locations 6 and 7, while the opposite is true on the
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Figures77and78 showthe span-averagesteadyNusseltnumbervariationswith rotor

wake locationfor the suctionandpressuresurfacesof theblade,respectively. The

only chordwiselocationwhich indicatesaneffectof wakelocationis chord6, which

is thepressuresurfaceleadingedge. Therearetwo competingmechanismsat work

in the wake. First, the wakeexhibitsanincreasein turbulence,which would tend to

increasethe Nusselt numberfor the samereasonthat it tends to decreasefilm

effectiveness- becauseof enhancedmixing. But the wakealso exhibits a velocity

defect which would tend to decreasethe Nusseltnumberbecauseof lower velocity

gradientsat the wall. Apparently,the secondeffect is predominanton thepressure

surfaceleadingedge. A very small but consistentreductionmay also be seenfor

chords7 through8 nearwakelocation5.
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4. COMPUTATIONAL STUDY

Unsteady computation description

A three-dimensional viscous turbulent calculation was performed for the experimental

geometry using the code rvc3d [42]. The code solves the thin-layer Navier-Stokes

equations with an explicit finite-difference technique. The Baldwin-Lomax turbulence

model was employed [43]. The computation described herein attempts to model the

geometry and flow conditions studied in the previously described companion

experiment. The calculation models the flowfield as a linear cascade with spanwise

periodicity based on a unit cell of the film hole pattern.

not precisely periodic due to the annular geometry

Although the experiment is

and endwall effects, this

simplification greatly reduces the number of grid points required to resolve the flow

field. This is especially important for unsteady calculations. The blade-to-blade

C-grid consists of 305 points tangential to the blade and 90 points normal to the blade

(Figure 79), and was generated using the grape code [44]. The large number of grid

points in the blade-to-blade direction is required to adequately resolve the wake at the

upstream boundary, particularly along the grid line from the upstream corners to the

blade. The grid upstream boundary is located at the plane of the rotor. The passing

wakes are modeled using a zero axial velocity boundary condition on a patch of the

upstream boundary. This patch translates with each iteration based on a design rotor

speed of 5800 rpm, and produces a 1:1 ratio of wakes to blades. The experimental

140
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Figure79: Blade-to-bladegrid
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ratio is 24:23. The non-wakeportion of the upstreamboundaryis modeled by

constantstagnationpressureand purely axial flow. The entire upstreamboundary

usesextrapolatedstaticpressure.

The three-dimensionalgrid has 20 grid points in the spanwisedirection, and is

producedby simply stackingthe two-dimensionalgrid of Figure79 in the spanwise

direction, producing an orthogonalsurfacegrid (Figure 80). The film holes are

modeledusing69 grid pointsper hole. Grid points arepackedin the leadingedge

region to increasethe numberof grid points in the holes. The blade boundary

conditionsaremodified in thefollowing manner.At eachsurfacegrid point, the code

determinesfrom geometrywhether the grid point is a hole point or a wall point.

Wall points are given standardviscousadiabaticwall boundaryconditions. Hole

points are given inlet stagnationpressureboundary conditions based on fully

developedlaminarcircularductflow andextrapolatedstaticpressure.The application

of a stagnationpressureprofile rather than the velocity profile used by most

researchers(e.g.Garg andGaugler[26]) hasthe advantageof allowingvariationsin

local static pressureto skew the velocity profile. This is especiallyimportant for

showerheadcooling, sincestaticpressuresexhibit largegradientsin the showerhead

region. A stagnation temperature and centerline stagnation pressure of 0.65 and 1.03

times cascade upstream values, respectively, were assumed for the film coolant

plenum. These values were chosen to produce density and blowing ratios approaching

those in the experimental portion of this study. The plenum temperature of 0.65
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yields a stagnation density ratio equal to that for carbon dioxide injection. The

plenum pressure of 1.03 yields a time-average blowing ratio of about 0.824. This was

considered an acceptable value to investigate the flow physics since it is in the range

typical of showerhead film cooling blowing ratios. Further reductions in the

stagnation pressure yielded numerical instabilities which caused the solution to

diverge. This divergence could only be avoided by severely underrelaxing the

updating of the static pressure at the hole boundary. While this was done for most

of the steady computations where time-accuracy is not necessary, it was not clone for

the unsteady computation. The purpose of the unsteady computation is to understand

the flow physics, and this includes the high frequency changes in the hole exit static

pressure. The flow angle at hole points was fixed at the geometric angle of the holes

themselves, which is a 30 ° angle to the blade in the spanwise direction. This angle

produces a 2:1 aspect ratio ellipse at the blade surface. Figure 80 shows the surface

grid with all hole points removed. Because of the discontinuity between wall and

hole, wall and hole boundary conditions were smoothly interpolated for points

straddling the boundaries. It was determined that this method was preferred over

attempting to distort the surface grid to conform to the elliptical holes. Such

distortions were found to produce spatial spikes of increased entropy upon close

inspection of earlier calculations.

The unsteady calculation was performed on the NASA Lewis Cray Y-MP

supercomputer. Implicit residual smoothing was employed using a spatially-varying
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coefficient with a maximum value of 0.75, allowing a maximum CFL numberof

about7.7. Themaximumtime stepwaslimited dueto stabilityconsiderationsby the

grid spacingat thewall. A dimensionlessdistancefrom the wall may bedefinedas:

+

Y

[ .1/2
Y(I T'wall[ P wal_

V
wall

where y is the dimensional normal distance from the wall, and Zwa _, Pw_l, and Vw_1are

the shear stress, density, and kinematic viscosity at the wall, respectively. For heat

transfer calculations, a y+ of less that 1 is recommended at the first grid point away

from the wall. However, such a spacing would have resulted in unacceptably large

run times. Because of the adiabatic wall boundary condition and the resulting lack

of temperature gradients at the wall, it was decided to relax y÷ to less than 10 at the

first grid point for all locations. Approximately 2.5 hours of CPU time were required

for a single wake passing period. 13 wake passings were required for the solution to

converge. Residuals based on density were computed eight times per wake passing

by comparing the current solution with the previous wake passing solution at the same

phase. The solution was considered converged when the residuals had decreased by

at least three orders of magnitude. The residuals were reduced another order of

magnitude as a check, and there were no appreciable changes in the solution. The

unsteady solution was then averaged with time over one wake passing to allow for

meaningful comparison with steady solutions. This average was obtained by

time-averaging pressure, temperature, and the three components of velocity at each
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Steady computation description

In order to isolate the time-average effect of the wake passing on the blade film

effectiveness distribution, a companion steady solution was produced using an

identical solution procedure to the unsteady case, except the wake boundary condition

was removed. The time-average unsteady solution was used as the starting solution

for this computation. The steady solution had no wake on the upstream boundary, so

it was necessary to apply a steady stagnation pressure and tangential velocity

boundary condition. Since a tangentially varying boundary condition would be

difficult to estimate for a steady solution a priori, tangentially constant stagnation

pressure and tangential velocity were applied. In order to best model the unsteady

solution with a steady solution, it is important to match the time-average flow rate of

the coolant and the flow split of the coolant between the suction and pressure sides

of the blade. If this is not done, any differences between the solutions may simply

be due to a different amount of coolant flow on one or both surfaces of the blade.

The coolant flow rate and flow split are determined by the local static pressure and

stagnation line at the blade surface, which in turn can be controlled in the steady

solution by changing the upstream stagnation pressure and the upstream swirl,

respectively.
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An initial attempt at a matching steadysolutionemployeda zero inlet tangential

velocity condition with an inlet stagnationpressureequal to the time- and

circumferential-averageinlet stagnationpressurefrom the unsteadysolution. The

stagnationpressurewas computedto be about 0.99 times the unsteadysolution

non-wake stagnationpressure. This first steadysolution was found to predict a

greatercoolant flow rate thanthe unsteadysolutionby severalpercent.In addition,

a greaterpercentageof the coolant flowed to the suction side of the blade in the

steadyprediction. Thesedifferencesindicatedthat a higherinlet stagnationpressure

and a positive inlet swirl (in the wake direction) were necessaryto match the

time-averagecoolant flow properties from the unsteadysolution. After several

iterations, it was found that the desired stagnation line and hence coolant flow split

could be produced by requiring a very small amount of swirl in the steady solution,

about ten percent of the average inlet swirl in the unsteady solution. It was also

determined that the correct showerhead region static pressure and hence film hole flow

rate could be achieved by using a stagnation pressure about midway between the

unsteady solution time-average and non-wake inlet stagnation pressures.

Additional steady computations were performed for purposes of comparison directly

with the experimental data of this study. These computations made use of local time-

stepping with a CFL number of 5.0 at all locations. This greatly reduced the time

required to achieve a converged solution, and allowed solutions for various grid

densities, hole boundary conditions, and heat flux conditions to be found. It also
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allowed useof grids with tighter wall spacing. Becauseof local time-stepping,the

y÷value at the first grid point awayfrom the solid boundariesmaybe chosento be

arbitrarily small. Solutionswereperformedusingthe unsteadysolutiongrid aswell

as two other grids having wall grid spacings10 and 100 times smaller than the

unsteadysolutiongrid. This producedy÷valuesof lessthan 1 andlessthan0.1 for

all wall locations, respectively. Of coursethe wake may not be modeledin such

steadysolutions.

The reducedrun time of solutionsproducedwith local time-steppingalso allowed

variation of the hole boundaryconditions. Solutionswere performedwith fully-

developedlaminar (pNynomial),fully-developedturbulent(one-seventhpower law),

andslug flow (constant)stagnationpressureprofiles. Solutionswere alsoperformed

for otherholeboundaryconditionsincludinga45° holeexit angleboundarycondition,

and a hot injectant casewith a plenum stagnationtemperatureof 1.113times the

cascadeupstreamvalueto matchthetemperatureratio from the experiment.Finally,

heatedwall caseswere performedfor all caseswith a constantheat flux boundary

condition matchingthat of the experimentto allow prediction of Nusseltnumbers.

Sincethe local time-steppingresultsare meantfor comparisonwith experimental

resultsandnot with the unsteadycomputationresultswhich usednounderrelaxation,

an underrelaxationvalueof 0.01 for the local staticpressureupdatewas applied in

conjunctionwith different plenumstagnationpressureprofiles to produceblowing

ratiosof 1.0for all cases.This requiredplenumstagnationpressuresfor somecases
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of lessthan theupstreamstagnationpressure.This wasparticularlytrue for the slug

flow cases,andresultedin very little or no flow from thecenterrow of holeswhere

the staticpressureis nearthe upstreamstagnationpressure.The resultsof the local

time-steppingsteadycomputationsarepresentedin comparisonwith experimental

resultsin Chapter5.

Computational results

Figures 81 and 82 show the blade-to-blade entropy for two snapshots in time of the

unsteady calculation. Entropy is defined here as:

s : c tn("--) - c m(--P)
v p _ p

Entropy is higher in the wake because as modeled in the computation, the high loss

wake fluid is of lower pressure and density than the free-stream by about the same

ratio, but Cp is greater than cv. These plots are useful for determining the location of

the wake with time. The wake can be seen as a region of increased entropy

impinging on the leading edge of the blade. The dark region near the blade is the low

entropy flow resulting from the film coolant. A slight thickening of the coolant flow

layer can be seen on the pressure side of the blade in Figure 82 as the previous wake

passes. This indicates that the wake has an effect on the coolant flow on the pressure

surface of the blade. Disturbance of the film on the suction side is not as apparent.
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These effects will be investigated in more detail in later figures which compare the

steady and unsteady solutions.

Figure 83 is a contour plot of time-average adiabatic film effectiveness for the

unsteady computation in the showerhead region. The blade contour is shown as an

unwrapped flat surface. The computational domain (one unit cell of film hole pattern)

is repeated 5 times in the spanwise direction. The spanwise direction of the coolant

is upward in the figure. The five rows of film holes can be seen as black ellipses,

with streaks of high film effectiveness extending downstream. The locations of these

streaks change slightly with time, especially near the holes. Because of the higher

free-stream acceleration on the suction side, the coolant flow is turned more quickly

to the chordwise direction, while the pressure side coolant flow migrates more in the

spanwise direction initially. The lowest film effectiveness (highest temperature) is

seen in the region between the two suction side rows of holes, just upstream of the

last suction side hole. A similar region exists just upstream of the last pressure side

hole. These are regions that are not protected by the coolant, and are exposed directly

to the free-stream temperature. Their location is determined by the film hole pattern

and the injection angle of the coolant. Since the holes are closely spaced in the

spanwise direction, staggered, and angled sharply in the spanwise direction, the

coolant from a given hole can be seen to align with that of those downstream° Thus

for high angle, closely spaced holes, an aligned or less structured staggered hole

pattern may be more effective than this structured staggered hole pattern for reducing
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The differencebetweenthe adiabaticfilm effectivenessfor the time-averageof the

unsteadycalculation and the final steadysolution is shown on the unwrapped

showerheadregion in Figure 84. It can be seenthat the wake passingcausesa

decreasein film effectivenessover a large portion of the stagnationregion,with a

maximum decreaseof 8 percentbetweenthe secondand third row of holes. A

smaller increasewith a maximumvalue of 3 percentcanbe seenover an adjacent

area. Differencesin local film effectivenesscanbedeceiving,however,becauseat

somelocationsthefilm effectivenessdistributionis similarbetweenthetwo solutions

and merely shifted spanwise,producing no net change in span-averagefilm

effectiveness.

Figure85 is a plot of span-averagefilm effectivenessversussurfacedistancefor the

time-averageof the unsteadysolution and the two steady solutions. As in the

time-averagingprocess,pressure,temperature,andthe threecomponentsof velocity

were area-averagedin the spanwisedirection,with all velocitiesbeing zero at the

wall. In the showerheadregion, only solid-wall grid points were included in the

averagingprocess. It can be seenthat in a span-averagesense,the final steady

solution is in better agreementwith the time-averageunsteadysolution. However,

becauseof the large gradientsin the showerheadregion, it is difficult to interpret

differencesbetweenthe curvesin this region.
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In Figure 86, the difference in span-average film effectiveness between the two steady

solutions and the time-average unsteady solution are plotted directly. It is confirmed

that the modifications made to the final steady solution improve the film effectiveness

prediction, and there are only small differences between the final steady and

time-average unsteady film effectiveness span-average values. The most notable

differences are the reduction in film effectiveness over most of the pressure surface

and the reduction in the showerhead region. There is also a reduction near the trailing

edge on the suction surface, which is most likely due to a small unsteady separation

bubble induced by the wake passing effect in the unsteady solution. The maximum

differences are about 2 to 3 percent of the inlet stagnation temperature. Although

small on a relative basis, the difference is significant, as it could translate to a 20 °C

difference in a high temperature turbine. Local variations as shown in Figure 84 are

even greater, up to 8 percent.

Shown in Figure 87 are eight instantaneous plots of the unsteady solution. These

snapshots are equally-spaced in time over one wake passing period. The quantity

plotted in Figure 87 is the difference between each instantaneous span-average film

effectiveness and the time- and span-average unsteady film effectiveness. The large

instantaneous fluctuations in span-average film effectiveness of up to 15 percent are

reflective of the location of the wake on the blade and its effect on the coolant flow.

However the unsteady fluctuations largely cancel each other over time with respect

to the steady solution except in the regions previously indicated. The maximum
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unsteady perturbation is in the showerhead region, as expected. It is interesting that

at about 10 to 15 hole diameters on the suction side, the unsteady perturbation is very

small. This location coincides with the approximate impingement point of the wake,

as indicated by Figures 81 and 82.

Figure 88 highlights the behavior of the film jets as they exit the blade. Stagnation

temperature contours at the wall and on three spanwise grid planes normal to the

surface for the time-average unsteady calculation are shown. The normal planes are

on the near pressure surface of the blade, corresponding to surface distances of about

-5.5, -8.5, and -11.5 hole diameters in Figures 85 and 86. The dark oval regions on

the normal planes indicate lower stagnation temperature, and correspond to flow from

the upstream film coolant holes. Also shown in Figure 88 are time-average particle

traces from the film holes. As previously mentioned, the staggered hole arrangement

causes flow from holes in adjacent rows to merge, resulting in the appearance of

discrete jets at these locations rather than as the preferred smooth buffer layer. Since

spanwise variations diminish in the streamwise direction as reflected by Figure 83,

different scales are used for the three normal planes in Figure 88 to highlight the

coolant jet location.

Because it was established that the coolant flow rate and flow split between pressure

and suction sides for the unsteady solution were matched in the final steady solution,

the small differences in span-average film effectiveness between the time-average
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unsteady and final steady cases is likely due to differences in stagnation temperature

distribution normal to the blade surface. For example, although the flow rate and

stagnation temperature of coolant on each surface is matched, the coolant may exhibit

differences in its rate of diffusion into the free stream or separation characteristics.

Normal span-average stagnation temperature distributions are plotted in Figure 89 for

two locations of interest. The stagnation temperature is normalized by the inlet

stagnation temperature. Referring to the final steady plot in Figure 86, the first is the

sharp minimum near the stagnation point. The second is the broader minimum on the

pressure side at a surface distance of about -25 hole diameters. At both locations, the

unsteady span-average film effectiveness is slightly less than the steady prediction,

meaning the unsteady span-average wall temperature exceeds the steady prediction.

In Figure 89, it can be seen that although the unsteady wall temperature exceeds the

steady wall temperature at both locations, the reverse is true farther away from the

wall. This indicates that the coolant has penetrated into the free stream to a greater

extent in the unsteady case, and that the differences in film effectiveness exhibited in

Figure 86 are indeed due to unsteady effects and not merely caused by changes in

coolant flow rate or flow split.

To identify the unsteady mechanism causing the reductions in film effectiveness on

the pressure surface, it is helpful to examine Figures 81 and 82. Although the

time-average location of the wake is primarily near the suction side of the blade, this

is not a good indicator of impact on the film coolant. This is because the wake wraps
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around the suction side, as can be seen in Figure 81, and the effect does not penetrate

to the blade surface. On the pressure side, however, the wake sweeps the blade

surface normally as indicated by the high entropy region near the pressure surface in

Figure 82. This allows the wake disturbance to penetrate the boundary layer and

impact the coolant flow properties. Figure 90 shows span-average disturbance

velocity vectors near the pressure surface for the same time as Figure 82. The

disturbance velocity is defined as the instantaneous velocity minus the final steady

velocity. This definition allows direct observation of the unsteady effect relative to

steady prediction. It can be seen that the disturbance velocity is away from the blade

in the wake due to the velocity defect in the wake. This behavior extends into the

coolant flow layer adjacent to the blade. The periodic sweeping of the pressure

surface by the wake thus results in a periodic relative lifting of the coolant flow on

the pressure surface which likely contributes to the time-average reduction in film

effectiveness seen in Figure 86. The increased temperatures predicted in the

showerhead region by the unsteady solution can be explained by the effect of the

unsteady wake passing. The wake does not allow the film to establish a steady

pattern in this region, and the resultant increase in mixing causes hot fluid to be

introduced to the surface more effectively.
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5. EXPERIMENTAL/COMPUTATIONAL COMPARISON

Fundamental differences

A direct comparison of the experimental and computational results is made more

difficult by several inherent differences between them. One difference is the linearity

of the computational geometry versus the annular geometry of the cascade. To

precisely model the cascade geometry computationally would require removing the

periodic boundary condition from the analysis and computing over the entire span of

the blade. As previously indicated, this would require a vast number of grid points

if detailed resolution of each film hole were desired. The assumption of periodicity

in the computation has several implications. The most obvious is the fact that a

cascade blade has a radius change along its span, and a corresponding change in pitch

between adjacent blades. The computational model assumes no pitch change between

blades. However, this effect is not considered severe since the blades are two-

dimensional in design, the turning is moderate, and the inlet flow angle is nominally

0 °. In addition, the instrumentation is located near the midspan of the blade, where

endwall effects are minimized. The more pronounced effect caused by the periodicity

assumption relates to the spanwise angle of the film injection. For a truly periodic

blade, the heat transfer at a particular downstream location is in theory affected by the

coolant from film holes at an infinite number of spanwise locations. For a cascade

blade, only the holes which actually exist on the blade have an effect. Even if the

166
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cascadewerelinear, this secondeffectwouldbepresent,sinceperiodicity would not

preciselyhold on the scaleof thehole pattern.

Anotherdifferencebetweentheexperimentandthecomputationis the conditionsin

thecoolantplenum. In theexperiment,theplenumis actuallya circular flow channel

6.3 mm in diameter. Sincethe velocity in the plenumis not negligible, there are

momentumeffectson thebehaviorof the coolantflow. Thecomputationassumesa

stagnationpressureprofile at the film hole exit which is symmetricaboutthe hole

centerline,and an injection angle of the coolant which is constantfor all holes.

Assumptionsof this type are necessaryunlessthe flow inside the film holes and

plenum is computed. Sucha computationwasconsideredbeyondthe scopeof this

study,but others,namelyLeylek andZerkle [10], andHe et al. [15] havefocusedon

this aspectof the problem.

A third differencebetweenthe experimentandthe computationwasthe useof cold

air injection in the computation. This wasdoneto matchthe densityratio between

CO2 and air since the code is not ableto solvefor non-homogeneousmixtures of

gases. Thus the computationmodelsaspectsof both injection gases,but doesnot

fully modeleither.
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Figure 91 shows a comparison between the span-average film effectiveness predicted

from the steady computations with the experimental values for both air and CO/at a

blowing ratio of 1.0. The three computational plots shown are for 3 different wall

grid spacings: a coarse spacing with y+ less than 10.0 at all locations, a medium

spacing with y+ less than 1.0 at all locations, and a fine spacing with y+ less than 0.1

at all locations. The coarse spacing corresponds to the spacing used for the unsteady

computation. The computations used a film temperature of 0.65 times the inlet

stagnation pressure to model the density of CO 2, a constant stagnation pressure hole

profile, and a 30 ° injection angle. The experimental plots are for the no rotor case.

It can be seen that the computations overpredict the film effectiveness at all locations.

The medium and fine wall grid spacings show an improvement over the coarse grid

on the suction surface. The computations predict a film effectiveness at least as high

on the suction surface as on the pressure surface, while the experiments show higher

values on the pressure surface. This may be due to minor differences in the location

of the attachment line. The decay rate on the suction surface is predicted well, as the

computations exceed the experimental values by a nearly constant value of about 0.15.

The decay rate on the pressure surface is underpredicted, perhaps due to the spanwise

injection and the presence of endwalls. Indeed, Figure 83 shows a greater spanwise

migration of injectant on the pressure surface than on the suction surface, which

would indicate a greater susceptibility to this effect. In any case, the computation is
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in good agreement with the experimental data on the pressure surface near the

showerhead region.

Figure 92 shows a comparison of predicted and experimental Nusselt number values

for the same conditions as in Figure 91. Here it becomes clear that the coarse grid

spacing is not able to resolve the near-wall flow physics, in agreement with the

standard rule-of-thumb to limit the first grid point from the wall to a y* value of 1.0

or less. The medium and fine wall spacings are in good agreement with the

experimental data, especially considering the typical difficulty in predicting Nusselt

numbers computationally. This may be fortuitous, since no special effort was made

to modify the turbulence model or other heat transfer criteria, although the quadratic

temperature extrapolation at the wall was a simple modification which improved the

solutions. Still, the results show that the computation generally captures the heat

transfer physics with sufficiently fine wall spacing. The very high gradients near the

showerhead region are attributable to the collocation of the first Nusselt number point

on each side of the showerhead region with the start of the heat flux boundary

condition. Thus the showerhead region acts as an unheated starting length, with the

Nusselt numbers undefined in this region. This matches the experimental conditions.

The decision not to attempt Nusselt number predictions with the unsteady computation

is justified, since the Nusselt number predictions with the coarse grid in Figure 92

suffer more from grid dependency than the film effectiveness predictions in Figure 91.
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This is because Nusselt number predictions involve the introduction of temperature

gradients at the wall which cannot be accurately predicted with coarse spacing, while

film effectiveness values do not. Figure 92 also indicates that the medium wall grid

spacing (y+ < 1.0) is sufficiently fine to have nearly achieved grid independence. For

this reason, the comparisons for different hole boundary conditions will use the

medium wall grid spacing. The conditions used in Figures 91 and 92 (CO 2 injection

at 30 ° angle with slug flow profile) will define the baseline conditions for these

comparisons.

Figure 93 presents the same experimental film effectiveness plots in comparison with

calculations using three different injectant conditions: the baseline case of CO2

injection at an angle of 30 degrees, CO 2 injection at 45 degrees, and air injection at

30 degrees. The CO 2 cases were performed as before with an injection temperature

of 0.65 times the inlet stagnation temperature to match density ratio. The air case was

performed with the nominal experimental temperature ratio of 1.113. All cases are

again for a blowing ratio of 1.0. The temperature ratio has a moderate effect on the

film effectiveness. Increasing the temperature ratio to that of air increases the film

effectiveness on the pressure surface and decreases it on the near suction surface.

This is in contrast to the trend exhibited by the experimental data, where the air

performs better on the suction surface but worse on the pressure surface. This may

again be due to species differences which the computer code is unable to model.
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Since all computational cases to this point have used a hole exit angle of 30 °, a

solution was performed with a different hole exit angle to determine the effect. This

is particularly important because there is evidence from He et al. [15] and others that

have computed the flow inside the film holes that the hole exit flow angle can vary

greatly from the geometric angle of the hole itself. Figure 93 shows the effect of

increasing the injection angle from 30 ° to 45 ° to be negligible on the suction surface

and to cause a slight decrease in film effectiveness on the pressure surface. However,

very near the showerhead region the more normal injection performs markedly better.

On the pressure surface, the 45 ° injection provides a better film to an x/d value of

about 10, at which point the enhanced mixing caused by the more normal injection

predominates and lowers the effectiveness.

Figure 94 shows the Nusselt number distributions for the same conditions as the

previous figure. The effect of changing the hole angle is small, while CO 2 injection

produces higher Nusselt numbers than air injection by a nearly constant offset of

about 350. This trend is remarkably consistent with the experimental data, which also

shows increased Nusselt numbers for CO 2 injection. This strengthens the argument

that these increases are due to density ratio differences, and are not a result of species

differences, since the code cannot model species differences.

Figure 95 presents film effectiveness values for three different film hole exit

stagnation pressure profiles in comparison with the experimental data. As before, all



175

8000 I I I I i

6OOO

,.Q

= 4000
v.n,4

_D

oO

Z

2000

0
-7:

u ..... n exp. (air)

O-- --o exp. (carbon dioxide)

-- calc. (air, 30 deg.)

......... calc. (CO2, 30 deg.)

- - - calc. (CO2, 45 deg.)

O

\

5, \

\ .. ""iN ........ m ........ ID j

i suction I _ I pressure I

5.0 -50.0 -25.0 0.0 25.0 50.0 75.0

Distance from leading edge, rdd

Figure 94: Computed and experimental span-average Nusselt number for B=I.0,
various injectant conditions.



176

1.00 I I I I I

¢D

¢D
;>

o_.,4

¢D

.v,,_

0.80

0.60

0.40

0.20

nB..... n exp. (air)

O-- --O exp. (carbon dioxide)

-- calc. (1am. hole exit)

......... calc. (turb. hole exit)

- - - calc. (slug hole exit)

: /

.' f

,,' [

." /

.'" /_

.-

o°'"° / j

..... _ _ t ..m'S y'y
.-"" /O

...-O" /

• .......m-"_

O

\ ",
U).\ ,, "-..

0.00 i suction f I i pressure i
-75.0 -50.0 -25.0 0.0 25.0 50.0 75.0

Distance from leading edge, x/d

Figure 95: Computed and experimental span-average film effectiveness for B=I.0,
various hole exit profiles.



177

plots are at a blowing ratio of 1.0, and the slug flow profile is the baseline case.

Interestingly, there is not a monotonic progression of film effectiveness from laminar

to turbulent to slug cases, even though the profiles become flatter in that order. One

reason is that the situation for multiple rows of holes is much more complex than for

a single hole or a single row of holes. Changing the hole stagnation pressure profile

while fixing the overall blowing ratio necessitates changing the hole centerline

stagnation pressure between cases. This in turn changes the percentage of total

injectant flow which issues from each row of holes. For laminar profiles, a higher

centerline stagnation pressure is required to maintain the blowing ratio. This results

in a more equally distributed injectant split between rows than the slug case, where

the center row is nearly blocked. The turbulent and slug cases exhibit similar

behavior, with the turbulent profile producing higher film effectiveness values, perhaps

due to the smoother transition from injectant to free-stream velocity and the attendant

reduction in film jet shear. These two cases have nearly equal centerline stagnation

pressures and flow splits between rows due to their similar nature. Perhaps the

smooth transition in the turbulent profile case is just enough to improve film

effectiveness while not changing the overall coolant behavior. The laminar profile

case shows a large reduction in film effectiveness on the near pressure surface and a

smaller one on the near suction surface, but approaches the other solutions far

downstream. As indicated, the laminar profile requires a greater percentage of the

injectant to exit from the center row of holes, and to a lesser extent from the 2nd and

4th rows. This flow is relatively ineffective, since it is pushed away from the wall
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by the downstreamrowsas shownin Chapter4. Thusthe film effectivenessis not

ashigh immediatelydownstreamof theshowerheadregion. However,the film does

not fully separatefrom the wall as it might for suction or pressuresurface(non-

showerhead)cooling, so it contributesto the film effectivenessfartherdownstream.

In fact, the relative insensitivity of downstreamfilm effectivenessto hole exit

boundaryconditionsindicatesthatthe downstreamfilm performanceis mainly driven

by overall film cooling quantities such as blowing ratio and momentum ratio.

Comparisonwith theexperimentaldataconfirms that thehole exit profiles aremore

properlymodeledaseitherfully-developedturbulentor slugflow. Basedon the short

holeL/d of 3.5, slugflow is probablythe bestmodel,andso is usedasthebaseline

profile. Theslug flow film effectivenessvaluesarecloserto the experimentaldata,

althoughthis maybe fortuitous.

Figure 96 showstheNusseltnumberdistributionsfor thedifferent hole exit profiles

in comparisonwith the experimentaldata. The turbulent and slug flow profiles

producevirtually identicalNusseltnumberdistributions,while the laminarresultsare

slightly lower. The smootherandmoreevendistributionof injectantin the laminar

caseis probablylessdisruptiveto the free-stream,which lowerstheheattransferrate.

The similarity of the turbulentand slug profiles yields identical heat transferrates,

indicatingthat the Nusseltnumberis ratherinsensitiveto minor changesin the film

cooling profile. Theturbulentandslug profilesare in slightly betteragreementwith

the experimentaldata for carbondioxide injection. Again, this may be fortuitous
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Span-resolved results

The next series of figures compare the experimental and computational film

effectiveness and Nusselt number variations in the spanwise direction. The

experimental data are for carbon dioxide injection at a blowing ratio of 1o0. The

computational results are for the baseline steady case: slug flow profile, temperature

ratio of 0.65, and medium grid spacing. Figures 97 through 105 show the spanwise

distribution of film effectiveness at chordwise locations 1 through 9, respectively.

Although the film effectiveness levels are different as discussed in the preceding

paragraphs, the amount and spanwise location of the spanwise film effectiveness

variations are in good agreement for the suction surface locations (chords 1 through

5). Chord 5 is especially interesting as the calculation matches the phase of the

spanwise variations precisely and only underpredicts their magnitude slightly. This

indicates that the calculation predicts the trajectory of the suction surface film jets

well. However, the pressure surface computational results indicate much greater

spanwise variations, especially at chords 6 and 7. The experimental data shows

almost no spanwise variation on the pressure surface, although the span-average value

is in better agreement than on the suction surface. Figure 101 indicates that the

instrumentation is able to resolve spanwise gradients if they are present, so the

experiment must have a mechanism for spanwise mixing on the pressure surface for
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Figure 102: Computed and experimental film effectiveness for CO 2 injection at
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which the computation is unable to account.

Figures 106 through 114 present experimental and computational spanwise Nusselt

number distributions for chord locations 1 through 9, respectively. Focusing on

spanwise trends, both the computation and experiment indicate very little spanwise

variation in the Nusselt number. The only exception is at the first gauge location on

each side of the blade (chords 5 and 6). Here the computation predicts a mild

spanwise variation, again greater on the pressure surface. The experimental data

seems to indicate some spanwise variation at chord 5, although the sharp rise from

spanwise location 1 to 2 is unusual. It is interesting to note that the spanwise

variations of film effectiveness and Nusselt number predicted by the calculation at

chords 5 and 6 are out of phase. This means that the Nusselt number is predicted to

be lower in the path of the film jet.
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Figure 106: Computed and experimental Nusselt number for CO 2 injection at B=I.O,
chord location 1.
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Figure 107: Computed and experimental Nusselt number for CO 2 injection at B=I.0,
chord location 2.
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Figure 108: Computed and experimental Nusselt number for CO 2 injection at B=I.0,
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Figure 109: Computed and experimental Nusselt number for CO 2 injection at B=1.0,
chord location 4.
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Figure 110: Computed and experimental Nusselt number for CO 2 injection at B=I.0,
chord location 5.
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Figure 111: Computed and experimental Nusselt number for CO 2 injection at B= 1.0,
chord location 6.
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Figure 112: Computed and experimental Nusselt number for CO 2 injection at B=l.0,
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Figure 113: Computed and experimental Nusselt number for CO 2 injection at B=I.0,
chord location 8.



199

5000 I I t I I I I

4000

3000

= 2000
Z

1000

e-- --e experiment
-- calculation

-____-+

!

0 I I I I I I I

1 2 3 4 5 6 7 8 9

Spanwise gauge location

Figure 114: Computed and experimental Nusselt number for CO 2 injection at B=I.0,
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6. UNSTEADY FILM COOLING MODEL

Motivation

Inthe present turbomachinery design environment, unsteady effects on film cooling

effectiveness are not accounted for explicitly. They are taken into account only

through the fact that all film-cooled turbine blades in operation exist in an unsteady

environment, and empirical studies of this environment have yielded certain design

rules for film cooling. This methodology has proven useful, and has led to very good

current film cooling designs. However, these empirical design rules have not

accounted for variabilities in the unsteady turbine environment such as wake passing

frequency, wake thickness, and wake speed. This is to be expected, since it is

impossible to change most parameters relating to wake behavior for a given machine

without changing the design point of the machine.

As future gas turbine engines require higher turbine inlet temperatures and lower

coolant bleed flow rates to improve performance, it is becoming increasingly

necessary to account for unsteady effects early in the turbomachinery design process.

This allows the freedom to change parameters such as the wake speed or the ratio of

the number of stator blades to rotor blades while other design parameters are still

flexible. Such a process can result in a design that utilizes the unsteadiness by means

of minimizing its detrimental effects or even capitalizing on its benefits. This is

200
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alreadybeingdonefor unsteadyeffectsonaerodynamicperformance[2], andit is still

unclear if inherentunsteadinesscan in someway be harnessedto have a positive

aerodynamiceffect.

In orderfor turbine designersto accountfor theeffect of wakeunsteadinesson film

cooling early in thedesignprocedure,it is necessaryto give thema clear indication

of the effect that thevariouswakeparametershaveon thefilm cooling. This would

ideally be in the form of anequationwhichcould predictfilm cooling performance

for the widestpossiblerangeof parameters.Thefollowing discussiondescribesthe

rationaleandprocedureusedto developsuchanequation.

Basis for film cooling model

A full description of film cooling performance involves inclusion of both film

effectiveness and Nusselt number. However, combining their effects into one value,

such as the Nusselt number as defined by Abhari [19], reduces the generality of the

information, since only cases having the same wall-to-coolant temperature ratio may

then be compared directly. This was the rationale for determining both parameters

separately in the present experiment. It is clear from Figures 37 through 44 that the

effect of unsteadiness on film effectiveness is more pronounced and consistent than

on Nusselt number, especially when the no rotor case is not considered. On this

basis, it is useful to focus attention on the behavior of film effectiveness under
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changesin wake parameters. The no rotor case is not consideredin the film

effectivenessmodelbecauseit doesnot representatruezerorotationalspeedlimiting

case,andthuswould not be expectedto be correlatedby the sameexpressionused

to describethe rotationalcases. Similarly, the averageof the stationaryrotor cases

wasnot includedin the modelbecauseonly an averageovera very largenumberof

rotor positionswould yield data of as high a confidenceas the rotational cases.

Indeed,attemptsto includeeitherof thesetwo casesin themodelmet with a lack of

success,asexpectedfrom inspectionof Figures37 through40.

Theform of the equationusedto modelthe film effectivenessdatawasdevelopedby

a combinationof theoreticaland empirical methods,while attemptingto maintain

similarity to traditionalfilm effectivenesscorrelations.Thefirst practicalcorrelations

are summarizedby Goldstein[9], and are applicableto slot injection. Theseare

typically of the form:

al
C

1

X C

1.o + C2(--)BS

where C 1, C2, and C 3 are constants, x is the streamwise distance from the slot, B is

the blowing ratio, and S is the slot width. The form of this equation derives from

mass and energy balances in the boundary layer. The values of the coefficients

depend on the assumed velocity profile. Theoretically, C1 should have a value of 1.0,

since the film effectiveness is defined to be 1.0 at the slot (x=0). However, in some
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empirical correlationsC1differs from 1.0to achievebettercorrelationfar from the

slot.

For three-dimensionalfilm cooling on a blade with discrete holes instead of a flat

plate with a slot, an analytical description of the temperature profile in the boundary

layer is usually not available. In addition, the large number of additional parameters

(blade geometry, hole size, shape, and location, spanwise and streamwise hole pitch,

hole angle, etc.) make generalized correlations impossible. For this case, empirical

correlations are often used, although their applicability is limited to the geometry and

conditions from which they were derived. Using the basic form given for slot

injection, others have produced correlations of experimental data. For example,

Takeishi et al. [20] give the following empirical correlation for film effectiveness on

a low aspect ratio turbine nozzle with suction- and pressure-side circular hole film

cooling:

Suction surface:

C

X

2.8 + 0.027(-_)

where
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1.5
C - B<I

BO.3

1.5
C - B>I

BO.8

Pressure surface:

1.67 + 0o00456(-_SS )1"6

where S is now the effective slot width, or the width of a slot having the same flow

area as the hole pattern. For n rows of circular holes, S=nrcd2/4p, where p is the hole

pitch.

The variables which are available to be correlated in this experiment are x, the surface

distance downstream of the holes, B, the blowing ratio, St, the Strouhal number for

wake passing, and the species of the injected gas - air or carbon dioxide. In addition,

it is necessary to distinguish between the suction and pressure surfaces as done by

Takeishi et al. [20] because the curvature differences affect the film cooling behavior.

As discussed in the experimental results, the pressure and suction surfaces also differ

due to changes in attachment line with Strouhal number. This effect must be

addressed by the correlation. Because differences between the air and carbon dioxide

injection results may be due to density differences and/or species differences, it was

decided to derive separate correlations for each injectant. Preliminary attempts to
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include densityratio in a global correlationwereunsuccessful,andevenif a global

correlationwereachieved,doubt would remainconcerningwhetherthedensityratio

effect had truly beencorrelated,or if speciesdifferenceswere important. A low

temperatureair or hightemperaturecarbondioxidecasecouldhelpresolvethis issue.

The form of the correlationwhich proved to provide the best agreementwith the

experimentaldatais:

C
1

rl = Cx c ± c6 - CSt

1.0 + (BS(1.0 :t: C3B :1: CSt) )

The positive signs are taken for the pressure surface, and the negative for the suction

surface. On the basis of computational predictions which showed a nearly equal

injectant split between suction and pressure surfaces, S is taken to be half of the

effective slot width for all rows of holes. It can be seen that the basic form of the

equation follows that of the previous correlations, but supplements it with additional

terms to account specifically for suction/pressure surface and Strouhal number

differences. The rationale for these differences will now be discussed.

The primary effect of the wake unsteadiness on the film effectiveness is to reduce it

as the rotational speed or Strouhal number increases. This is evident in Figures 37

through 40. In addition, the change in film effectiveness for a given change in
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Strouhalnumberseemsto befairly constantwith downstreamdistancex oneitherthe

suctionor pressuresurface.Obviouslythisbehaviorcouldnot continuefor very large

downstreamdistances,sincethezeroStrouhalnumberfilm effectivenesswill approach

zerovery far downstream,andthe correlationwill predict negativevalues. Thus an

attemptwasmadeto correlatethe Strouhalnumbereffect throughtheexponentin the

correlation (C5). This would allow an increasedStrouhalnumberto enhancethe

decayrate of the film effectivenesswith x, while causingthe film effectivenessto

correctlyapproachzerofor all Strouhalnumbercasesat largex. However,this causes

the Strouhalnumbereffect to approachzerofor small x, which doesnot agreewith

the data. Although more sophisticatedmodels were consideredto correct this,

additionalcoefficientswererequired,andit wasdecidedthat for simplicity, the -C_St

term would be used. This term doesprovideexcellentagreementover therangeof

experimental data. In addition, the simplicity of this term allows for ease of

interpretation.C7is simply theslopeof thefilm effectivenessversusStrouhalnumber

trend.

As alludedto previously, the Strouhalnumbereffect, althoughnearlyconstantwith

x, differs on the suctionandpressuresurfaces.The reasonfor this asdiscussedin

Chapter3 is that the increasedrotationalspeedof the rotor causesa shifting of the

attachmentline on theblade. Becauseof the showerheadlocationof the film holes,

this changesthe injectantsplit betweenthesuctionandpressuresurfacesof theblade.

Increasedrotational speedsshift the attachmentline toward the suction surface,
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causingmore injectant to flow toward the pressuresurface,offsetting part of the

reductionin film effectivenesscausedby thewakes.Thereductionof injectanton the

suction surfacehas the oppositeeffect. This phenomenonis addressedin the

correlation throughthe CaSt term. This term arises from an assumption that the

changes in injectant split are linear with Strouhal number. Previous correlations such

as those summarized by Goldstein [9] use the x/BS term to correlate data at different

blowing ratios. The quantity BS is an effective flow rate and is modified in the

correlation to be BS(1.0 +_ C3B ___CaSt), where the pressure side flow rate is increased

and the suction side flow rate is decreased. This modification maintains the total flow

rate on both sides of the blade at 2BS.

The term C3B arises from the observation that the difference between the pressure and

suction surface film effectiveness is greater for B=I.0 than for B=0.5 for both air and

carbon dioxide injection. A preliminary attempt to correlate the data using a

correction of (1.0 _ C 3 - CaSt) resulted in overprediction of the film effectiveness on

the suction surface and underprediction on the pressure surface at B=I.0. The

opposite result was found for B=0.5. The introduction of the C3B term corrected

these mispredictions quite well. The physical interpretation of the C3B term is that

the injectant split depends upon the blowing ratio. At low blowing ratios, the

momentum of the injectant is low, and the split between pressure and suction surfaces

depends primarily on the geometric location of the film holes. At high blowing ratios,

the injectant penetrates more deeply into the free-stream, and the split may be

!'
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influenced by the angle of injection and flee-stream flow behavior. For the present

experiment, the pressure surface is favored for higher blowing ratios, but this may be

due to geometric considerations unique to this configuration.

It is obvious from the data that the limiting film effectiveness as x approaches zero

has different values on the suction and pressure surfaces. The pressure surface data

not only has a larger value at x/d=8.5 than at x/d=-8.5, but the decay rate is also

higher, indicating a higher x=0 limit. Of course this limit is only theoretical, since

x=0 is within the hole pattern and no data is available there, but the correlation should

reflect these different limits to best fit the available data. The constant C 1 is the x=0,

St=0 film effectiveness limit, and accounts for the different limits. Although the film

effectiveness may not exceed 1.0 in practice, non-unity values of C 1 allow greater

flexibility in correlating the data, and present no problems for the x/BS values typical

of experiments such as this. Indeed, Takeishi et al. [20] have previously found non-

unity limiting values to provide improved correlation with experimental data.

The (C 5 _+ C6) exponent represents the decay rate of the film effectiveness with x. For

large values of this exponent the decay is rapid, and for smaller values it is more

gradual. For example, an exponent of zero would yield a constant film effectiveness

or no decay. Typical values of the exponent are near 1.0. The C6 term represents the

fact that the pressure surface data was found to decay more rapidly in the streamwise

direction than the suction surface data. This finding agrees with the analysis of Ito
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et al. [16], which predictsbetterfilm cooling performanceon a convexwall thanon

a concavewall for momentumflux ratioslessthan1.0. All conditionsfor thepresent

experimentwere performedfor momentumratios less than or equal to 1.0. The

valuesvary from 0.167for carbondioxide at B=0.5to 1.00for air at B=I.0, which

would seemto call for differentwall curvatureeffectsfor the different cases,which

is not reflectedin the data. However,the analysisof Ito et al. [16] is for tangential

injection in the streamwisedirection. For the showerheadcooling of the present

experiment,the injectantexits the hole with zerostreamwisemomentum,sincethe

fluid is injectedin the spanwisedirection. Replacingthe streamwisemomentumin

the analysiswith thezerostreamwisemomentumof showerheadcoolingresultsin an

effectivestreamwisemomentumratioof zerofor all cases.Thustheconvex(suction)

surfaceshouldperformbetterthantheconcave(pressure)surfaceto the samedegree

for all blowing cases. The experimentaldataagreeswith this prediction. It should

be noted that the precedingdiscussionrelatesonly to the decayrate of the film

effectiveness,andnot to the x=0 limiting value. The limiting value may differ on the

two sides of the blade due to effects such as the relative mass flow rate of injectant

on each side. The analysis of Ito et al. [16] pertains to the performance of a fluid

element once it has established a trajectory on either side of the blade. Because of

this the C 6 term is thought to be independent of blowing ratio, and is incorporated as

such in the exponent. For showerhead cooling on a blade of different geometry (i.e.

different curvature), the magnitude of C 6 will change, and should approach zero for

a flat plate. Its sign should remain positive at all times, meaning that the film
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effectivenesson the pressuresurfaceshouldalwaysdecaymore rapidly thanon the

suctionsurface. Of courseC5will alsochangewith geometryaswell aswith other

parameterssuchasfree-streamturbulencelevel, whichwould tendto enhancemixing

andincreaseC5.

Correlation, with data

As is apparent from the preceding discussion, the determination of the optimum

correlation equation form and optimum coefficients for that equation were not

independent processes. It was necessary to solve for best-fit coefficients for many

different equation forms to examine potential candidates and verify theory. The form

of these correlating equations is generally not amenable to an exact least-squares

solution for the coefficients, so a computer program was written for this project to

converge to a minimum least-squares error for a given equation form. The program

perturbs each coefficient successively to search for the zero-slope location of the least-

squares error function. The magnitude of the perturbation of each coefficient proceeds

from large positive and negative values to progressively smaller values by a factor of

0.5 until a new coefficient is found which produces a smaller error than the previous

minimum error. The solution is considered converged when even minimum finite

machine-accuracy perturbations in each coefficient produce no or positive change in

the error.
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The applicationof thecomputerprogramproducedthefollowing coefficientsfor the

film effectivenesscorrelationequation:

air CO2

C1 0.761 0.948

C2

C 3

0.054

0.139

0.094

0.241

(24 0.286 0.144

Cs 0.792 0.762

C6 0.033 0.014

C7 0.093 0.095

The root mean square average of the error in film effectiveness using these

coefficients is about 0.0068 for air and 0.0074 for carbon dioxide.

Some conclusions may be drawn from the two sets of coefficients for the two

injectants. In terms of their effect on the film effectiveness, C 5 and C7 remain fairly

constant between injectants. In particular, the magnitude of the Strouhal number

effect (C7) is almost the same for both injectants, having an average value near 0.094

for both air and carbon dioxide. This may indicate a relative insensitivity of wake

passing effects to injectant density ratio. The previous argument against drawing

conclusions based on inter-species data still applies, but may be somewhat weakened

due to the fact that the previous argument was for absolute levels of film
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effectiveness,andthepresentdiscussionconcernschangesin film effectivenesswith

Strouhal number. That is, given a baselinefilm effectivenessprofile for carbon

dioxide injectionat a fixed Strouhalnumber,the effectof Strouhalnumbervariations

on film effectivenessmay be influencedmore by primary fluid propertiessuchas

density thanby speciesdifferences. The agreementbetweenC5for air (0.792) and

carbondioxide (0.762)indicatesthatthe film effectivenessdecayrate is similar for

both cases. The fact that the valuesarebelow 1.0 impliesa moregradualdecayof

film effectivenesswith downstreamdistancethan for thecasesof Takeishiet al. [20],

which gave valuesof 1.0and 1.6. This is to be expectedfor showerheadcooling,

since the injectant has lessopportunity to separatefrom the blade than does the

suctionandpressuresurfaceinjection of Takeishiet al. [20].

The larger valueof C 1 found for carbon dioxide (0.948) versus air (0.761) indicates

a higher x-0 limit for carbon dioxide. This value is highly sensitive to the slope of

the data between the first two data points on each side of the blade, and is thus

subject to a fair amount of variability due to experimental uncertainty. The magnitude

of these two values of C_ is reassuring, however, since slot injection would be

expected to yield a value of 1.0, and it could be argued that discrete hole injection

should produce a value marginally less than 1.0 since the span-average film

effectiveness is less than 1.0 in the showerhead region. Differences between C2 for

air (0.054) and carbon dioxide (0.094) are primarily a result of the C1 differences. A

larger value of C2 is required to offset a larger value of C1 if downstream values of
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film effectivenessarecomparablebetweenspecies.

C3, C4, and C 6 are the three coefficients associated with differences between suction

and pressure surface film effectiveness values. All of these coefficients have the same

sign for air and carbon dioxide, which indicates that the trend between suction and

pressure surface data is consistent for the two injectants. The magnitudes of these

coefficients differ, however. C 3 has a value of 0.139 for air and 0,241 for CO2. This

reflects the greater tendency in the carbon dioxide injection case for changes in

blowing ratio to cause differences between the suction and pressure surface film

effectiveness. C4 has a value of 0.286 for air and 0.144 for CO2. This indicates that

air injection has about twice the sensitivity of Strouhal number on the difference

between suction and pressure surface film effectiveness. This is best visualized in

Figures 37 through 40. Figures 37 and 38 (air injection) show a much greater spread

of film effectiveness values over the four Strouhal number conditions on the suction

surface than on the pressure surface. This is not as clear for carbon dioxide injection.

C 6 has a value of 0,033 for air and 0.014 for CO 2. This reflects that although the

pressure surface film effectiveness decays more rapidly than the suction surface data

for all cases, this difference is more pronounced with air injection.

Figures 115 through 118 show comparisons between the experimental data and

correlations for air at blowing ratios of 0.5 and 1.0 and carbon dioxide at blowing

ratios of 0.5 and 1.0, respectively. Unlike previous plots, the data are shown by
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215

0.50 I I I I I

r._

r/3

_D

_D

° _.,.I

° *..,.I

0.40

0.30

0.20

0.10

• St=0.167 (data)

• St=0.250 (data)

• St=0.500 (data) _ii_i i

A St=0.600 (data)
......... St=0.167 (eqn.)

- - - St=0.250 (eqn.)

-- -- St=0.500 (eqn.) =
: O

-- - - St=0.600 (eqn.) :,) ._

,"/

../// _:
' O

,j _

/,

\ -,

0.00 i suction I I i pressure i

-75.0 -50.0 -25.0 0.0 25.0 50.0

Distance from leading edge, x/d

75.0

Figure 116: Correlated experimental span-average film effectiveness for air
injection at B=t.0.



216

0.50 I I I I I

r_

_D

_D

o_,,I

cD

0.40

0.30

0.20

0.10

• St=0.167 (data)

• St=0.250 (data)

* St=0.500 (data)

A St=0.600 (data)

......... St=0.167 (eqn.)

- - - St=0.250 (eqn.)

-- -- St=0.500 (eqn.)

-- - - St=0.600 (eqn.)

S'//

,-'/ ¢

p suction _ _ r pressure

-50.0 -25.0 0.0 25.0 50.0

Distance from leading edge, x/d

75.0

Figure 117: Correlated experimental span-average film effectiveness for CO 2
injection at B=0.5.



217

0.50 I I I I L

r._
_D

_D

• _,,-I

_D

[.r.,

0.40

0.30

0.20

0.10

• St=0.167 (data)

[] St=0.250 (data)
• St=0.500 (data)

A St=0.600 (data)

......... St=0.167 (eqn.) i

- - - St=0.250 (eqn.) \l_,

-- -- St=0.500 (eqn.) i! '_'_,i(i-- -- St=0.600 (eqn.) ._

:' 9

_,_,_

t suction I p _ pressure I

-50.0 -25.0 0.0 25.0 50.0

Distance from leading edge, x/d

75.0

Figure 118: Correlated experimental span-average film effectiveness for CO 2
injection at B=I.0.



218

symbols and the correlations by continuous lines. It can be seen from Figures 115

and 1 t6 that the correlation is in excellent agreement with the experimental data for

air injection at both blowing ratios. While there is some offset at the blowing ratio

of 1.0 on the suction surface, the change in film effectiveness with increasing Strouhal

number is captured quite well. This indicates that the assumption of linear decay of

film effectiveness with Strouhal number is proper. Other measures of wake

unsteadiness would not necessarily produce such a linear effect. For example, the

flow coefficient, which is defined as the ratio of throughflow velocity to rotor

velocity, is inversely proportional to the Strouhal number. Over the range of rotor

speeds tested, the flow coefficient versus film effectiveness relationship is not linear.

Figures 117 and 118 show the correlation and data for carbon dioxide injection. In

general, the correlation agrees well with the data. The magnitude of the Strouhal

number effect is underpredicted for a blowing ratio of 1.0, particularly on the suction

surface, and is overpredicted for a blowing ratio of 0.5, particularly on the pressure

surface. This indicates that the correlation might properly require a blowing ratio

influence on the C7St term. However, in view of the excellent correlation achieved

for air injection with the relatively simple correlation equation, and the additional

complexity which would be required to further collapse the carbon dioxide data, the

recommended correlation stands. The purpose of the correlation is not to precisely

match the data point-by-point, but to capture the main trends in a fairly simple

equation which can be used to help elucidate the flow physics.
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There is limited experimental data in the literature for span-average film effectiveness

with variable wake Strouhal number. The two most appropriate data sets for

comparison are Mehendale et al. [29] and Funazaki et al. [45]. Both studies include

experimental data for B=0.4, 0.8, and 1.2. Funazaki et al. [45] measured span-average

film effectiveness values on a blunt body with a cylindrical leading edge and a

showerhead film cooling arrangement very similar to the one in the present study.

However, the blade leading edge diameter is used as the length scale in the Strouhal

number definition. When converted to the wake-producing bar diameter definition,

the variation in Strouhal number is small - about 0.05 from the highest to lowest rotor

speeds. As a result, the variations in film effectiveness are small and difficult to scale

from the plots.

The Mehendale et al. [29] data set has a larger Strouhal number range of 0.20, and

thus is more amenable to comparison. The Mehendale et al. [29] experiment was

conducted for a more highly-loaded turbine blade and consists of suction and pressure

surface cooling in addition to the showerhead cooling of the present study, so direct

comparisons are difficult. However, the Strouhal number effect is nearly constant in

the chordwise direction as in the present study. The mean film effectiveness

decrement predicted by the current model for a Strouhal number increase of 0.2 is

0.019. The Mehendale et al. [29] data set shows a decrement ranging from 0.025 at
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B=0.8 to slightly negative(enhancement)at B=0.4 on the pressuresurface,with a

mean value of about 0.013. The model predicts a smaller film effectiveness

decrementon the pressuresurfacedueto attachmentline variationsat higherStrouhal

numbers. This effect is present,particularly at B-0.4 and B=l.2, although it is

smaller than in the presentstudy, presumablydue to the presenceof suction and

pressuresurface(non-showerhead)cooling,which is unaffectedby attachmentline

variations.

Scope of Model

In an actual film-cooled gas turbine engine, unsteadiness may result from not only

wake passing, but also from three-dimensional flows, shock waves, free-stream

turbulence, and other sources. In addition, the film cooling may be on a moving

blade itself, resulting in buoyancy and Coriolis forces. Effects such as these make

direct application of the correlation impossible. Even if all these effects were

considered (which would make for a very complicated study), the use of a specific

blade shape and film cooling scheme limits the applicability of the correlation to very

similar if not identical geometries. Thus the proper use of this correlation is not in

blindly using it to predict film effectiveness values for various cases, but in deriving

insight from the trends it predicts, and extrapolating them to the particular case of

interest. For example, a turbine designer may need an estimate of the reduction in

film effectiveness resulting from a particular wake passing frequency. By calculating
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the wake passingStrouhalnumberusingthetrailing edgethicknessof the upstream

blade row, the model will give an estimate for this decrement. Engineering

knowledge of the situation is still required, since for example the free-stream

turbulencein the designmay be high which would lessenthe effect of the wake

passing. But the model would at leastestablishanupperboundfor the decrement,

which is useful to the designer.

The userof this correlationshouldbemindful of the geometryandconditionsunder

which it wasdeveloped.The geometryandconditionswere intentionallychosento

be relatively general. The bladedesignallows it to beviewedaseither a statoror

rotor cascade. The cooling schemealthough specific in the type of cooling

(showerhead),is typical of modem showerheadcooling designs. The flow regime

(high subsonic)is in the range of modem gas turbine engineswithout reaching

transonicconditions,which would reduceits generality. Finally, the unsteadiness,

while again specific in its form (wake-induced),is the most general since all

embeddedturbomachineryis subjectto wake passingeffects. The rotating rod

arrangementextendsthis generalityby allowingdifferentrotatingspeedsat nearlythe

samedesignincidenceangle. Thesefeaturesallow the conclusionsof this studyto

be appliedto a wide rangeof turbomachineryflow physics.



7. CONCLUSIONSAND RECOMMENDATIONS

A modelhasbeendevelopedwhichaccountsfor the primaryeffectsof wakepassing

unsteadinesson film coolingeffectivenessfor a showerhead-cootedstationaryturbine

blade. The experimentalfilm effectivenessascorrelatedby the model is seento be

reducedby wakepassingunsteadinessfor all casesby anominalvalueof 0.094times

the wakepassingStrouhalnumber. This valuemay beof importanceto designersin

allowing an estimateof thereductionin film effectivenessfor variousrotor speeds.

Themodelis mostapplicablenearmidspan,wherewakepassingis theprimary mode

of unsteadiness.

Theability to correlatethedatawell with a fairly simplemodelspeaksto theveracity

of the time-averagevaluesof the unsteadyexperimentaldata. The trendsshown in

the steadydata are consistentand reasonable. Besidesthe quantification of the

Strouhal numbereffect, thereare severalother important conclusionsto be drawn

from the steadydata. First, the Strouhalnumberhasa measurableeffecton the flow

split betweenthe suctionandpressuresurfacesfor showerheadcooling. This effect

is due to the variationof thebladeattachmentline with Strouhalnumber. A higher

Strouhalnumbermovestheattachmentline towardthe suctionsurfaceandskewsthe

coolant flow toward the pressuresurface,producingbettercooling on the pressure

surfaceand worse on the suction surface. This effect is quantifiedby the model

throughthe coefficient Ca. Secondly,the higherblowing ratio of 1°0yields higher

222
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film effectivenessvaluesthan the 0.5 blowing ratio case in accordancewith the

traditional (x/BS) methodof correlatingnon-detachingcoolingjets. This indicates

that for thetypical showerheadcoolingarrangementof this study,a blowing ratio of

1.0 is not sufficient to causejet lift-off of the natureseenfor suction andpressure

surfacecooling. Finally, Nusseltnumberswerefoundto remainfairly constantwith

changingStrouhalnumber,but to increasewith injection blowing ratio due to the

enhancedmixing causedby injection.

The unsteadyexperimentaldataproveddifficult to executeandinterpret. Substrate

conductioneffectsled to the developmentof the correctiontechniquepresentedin

Appendix II which in theory should account for these effects. However, the

experimentalnoise is amplified by the differential natureof the technique,which

increasedthe experimentaluncertainty. It is recommendedthat future experiments

which aim to measurehigh frequencytemperaturefluctuations use double-sided

gaugessimilar to thoseusedby AbhariandEpstein[33]. Thesegaugeslimit errorby

measuringtwo high frequencytemperaturesseparatedby a very thin substrateof

known properties.

Despite the difficulty in obtaining unsteady temperatures,several important

mechanismsof wake passingwere isolatedby other methods. Perhapsthe most

interestingwerethosefoundthroughtheuseof stationarywakeexperiments.A clear

andconsistentreductionin film effectivenesswasfoundfor stationarywakelocations
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nearthebladeleadingedge. Reductionsof up to 0.10and0.15wereexhibitedon the

suction and pressuresurfaces,respectively. Nusseltnumberswere more constant,

althoughslight reductionswerefoundnearthe leadingedgewith thewakeimpinging

on the blade. Theseresultsshowa substantialquasi-unsteadyeffectand may setan

upperboundon the unsteadyeffect. Basedon the successof thesedata,stationary

wake experimentsare recommendedin the absenceof advancedinstrumentation

capableof resolving high frequencydata. In addition,the averagingof thesedata

moreproperly representa limiting casefor wakepassingexperimentsthanthe more

traditional no wakecondition. Anotherunsteadymechanismidentifiedby the steady

experimentsis the spanwisevariation in film effectivenessat chord 5 for various

Strouhalnumbers. The reductionin span-averagefilm effectivenessis found to be

primarily dueto reductionsnearthepeakfilm effectivenessvalue. This indicatesthat

the wake passinginfluencesthe film jets by enhancingtheir spanwisemixing.

The Nusselt numbersare predicted fairly well by the steadycomputationwhen

adequategrid resolutionis employed.Thetraditionaly+< 1criterionfor heattransfer

computationsis confirmedby grid resolutionstudies. Film effectivenessprediction

is not assuccessful.The computationpredictshigher film effectivenessvaluesand

greater spanwise gradients than the experiments,both of which indicate an

underpredictionof film mixing. This is thoughtto beprimarily dueto not resolving

theflow insidethe film holes,aswell astheabsenceof reliableturbulencemodelsfor

film cooling.
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The unsteadycomputationshowed that there areessentiallytwo effects of wake

passingon film cooling: changesin thecoolantflow characteristicsat the hole exit

and changesin the coolant boundarylayer. Thesetwo effectswere separatedby

matchingthe time-averagehole exit propertiesthroughjudicious selectionof free-

streaminlet boundary conditions, leaving only the effect of unsteadinesson the

boundarylayer. The unsteadyanalysisindicatedthat if the correctcoolantflow rate

andflow split canbe matched,the presenceof unsteadywakes(asmodeledin this

study)hasa small effect on the heattransferbehaviorof showerheadfilm cooling.

The span-averageadiabaticfilm effectivenessis reducedby 2 to 3 percentin the

showerheadregion andon the pressuresurfacecomparedto the steadyprediction.

Local reductionsof up to 8 percent are found in the showerheadregion. These

reductionsarelikely dueto the periodicrelativelifting of thecoolantboundarylayer

from thepressuresurfaceasthewakepasses,andenhancedmixing in the showerhead

region. The computationalreductionsin film effectivenessdueto wakepassingare

in general smaller than the experimentalreductions. One reasonis becausethe

computationmodels the cylindrical rods as flat plates with no thicknessin the

streamwisedirection. A recommendedfuturecomputationalproject would account

for the circular geometryof the rods, perhapsthrougha full multi-grid technique

which wasbeyondthescopeof this study.

Although the presentstudyrepresentsonly onefilm cooling geometry,it wasnoted

from the computationsthat film hole placementand angleis of greatimportancein
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achievinga smooth,spanwiseuniform coolant film. For the staggeredfilm hole

arrangementof this report, the coolant jets tend to "line up" and mergetogether,

leavingportionsof thebladepracticallyuncooled. This is especiallyimportantin the

showerheadregion, sincethis region is exposedto the highest temperatures.The

designershould considerthesethree-dimensionaleffects to avoid local hot spots,

perhapsemployinganalignedor lessstructuredfilm holepatternin theshowerhead

region. This will dependon the hole spacingandangleaswell, but is true for both

steadyandunsteadyenvironments.

Many effects relatedto unsteadycoolant flow interactionsremainto be explained.

As expressedin [19], modelingof the interactionbetweenthe turbulentwakeandthe

bladeboundarylayer hasnot includedtheprocessof turbulentenergyentrainmentby

the boundarylayer, andthe interactionof free-streamturbulencewith theboundary

layer. An adequate understanding of the film coolant flow structure is still being

obtained under a variety of test conditions. Such an understanding is necessary to

provide the basis for needed turbulence models which are applicable for film cooling

situations. It is hoped that the results of this study represent a step in this direction,

and will lead to other research in the field.



APPENDIX I - UNCERTAINTY ANALYSIS

The methodof Kline andMcClintock [46] wasusedto determinethe magnitudeof

experimentalerrorsassociatedwith thecalculationof film effectivenessandNusselt

numberfrom therawexperimentaldata. As describedby Kline andMcClintock [46],

if thequantityR canbeexpressedasan independentfunctionof n variablesx 1,x2,x3,

.... Xn, then w R, the uncertainty in R, can be estimated from:

W
R

1

aR _7

= w)q
i=1

i

where w i is the uncertainty in x i.

The film effectiveness rl is given by:

T-T
f r

r] -
T-T

C I"

where Tf is the film temperature, T r is the recovery temperature, and To is the coolant

stagnation temperature. Further, the film and recovery temperatures are determined

from quadratic calibration equations of the gauge current I and voltage V:

T= a(V)2 + b(V) +c
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wherea, b, and c are the calibrationcoefficients.

The uncertainty in Tf and Tr results primarily from calibration uncertainty. The

calibration uncertainty has a value of about 1.0 °C. This uncertainty results from the

fundamental uncertainty in the calibration process, which was estimated from repeated

readings, and the use of a quadratic relation to fit the calibration data. This is

primarily a systematic uncertainty, since repeated measurements with the same gauge

would tend to produce repeatable measurements to within about 0.1 °C. The

systematic uncertainties cancel in the numerator of the film effectiveness definition,

so the effective uncertainty in the numerator terms is the random error of 0.1 °C. The

uncertainties in electrical current and voltage are about 10 v Amperes and 10 .7 Volts,

respectively. These uncertainties are less than 0.1% of the absolute voltage and

current values, and so have very little effect compared to the calibration uncertainty.

Applying the uncertainty relation, an uncertainty in the numerator values of Tf and T r

of 0.1 °C is estimated.

T c is measured using a standard type-E thermocouple, and has uncertainties resulting

from thermocouple uncertainty. The thermocouple uncertainty can again be separated

into random and systematic uncertainty. The systematic uncertainty of about 1.0 °C

is present for all cases and results in an offset error to the film effectiveness. The

random thermocouple error is estimated to be about 0.1 °C. Since the denominator

of the film effectiveness relation uses the difference of two dissimilar gauges, the



229

systematicuncertaintiesof 1.0°C are includedin the overall uncertaintyestimate.

Applying the uncertaintyrelation, an uncertaintyin the valuesof Tc of 1.0 °C is

estimated. Using the estimatederrorsfor all temperaturesin the film effectiveness

relation,a maximumvalueof (Tf - Tr) of 14 °C, and a value of (To - Tr) of 33 °C, the

uncertainty relation gives a maximum estimated uncertainty in the experimental film

effectiveness of 0.013. This uncertainty varies based on the local film effectiveness,

reaching a value of 0.005 as the film effectiveness approaches zero.

The experimental Nusselt numbers are calculated from the relation:

h¢
Nu -

k

where h is found from:

T-T

The uncertainties in the measured temperatures are again the 0.1 °C random errors as

determined in the film effectiveness analysis, since both Tw and Tf incur the larger

systematic errors sympathetically, and these cancel in the difference, q" is determined

from:

VI
I! hh

q -
LW

h h
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where V h and I h are the voltage and current across the foil heater, respectively, and

I__ and W h are the length and width of the foil heater, The uncertainty in V h results

primarily from uncertainties in the voltage drop from the copper busbars to the foil

itself, as well as from non-uniformities in the foil voltage distribution. These are

estimated to have a value of about 0.01 Volts. The uncertainty in Ih results mainly

from uncertainties in the foil thickness and data recording error which are quite small.

This is estimated to be about 0.01 Amps. The length and width of the heater are

known to within 0.2 mm, and the width is measured as the distance between weld

lines. Using the uncertainty relation with nominal voltage and current values of 1.1

Volts and 36.0 Amps, respectively, and a heater length and width of 76.2 mm and 127

mm, respectively, an uncertainty of 39.3 W/m 2 was calculated for q". The majority

of this error arises from uncertainty in the voltage reading. For comparison, a

nominal heat flux of 4090 W/m E is produced by the heater, so the uncertainty is less

than 1.0% of the absolute value.

The uncertainty in h may now be estimated from the definition of h and the

uncertainty relation. Such an estimate results in an uncertainty in h of 24 W/maK,

which is about 2.9 percent of the nominal value of 820 W/m2K. This value is

representative for the majority of the blade surface. Very near the showerhead region,

high heat transfer coefficient values drive the temperature difference (Tw - Tf) to

smaller values, and the percentage error increases to about 5.7 percent based on an

uncertainty of 94 W/m2K and a nominal heat transfer coefficient of 1640 W/m2K.
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The primary causeof this uncertaintyis the randomtemperatureerror.

Theuncertaintyin Nusseltnumberfollows directly from theheattransfercoefficient

uncertainty. The uncertaintyin the bladechordc is 0.2mm, andthe uncertaintyin

k for air is 0.0007W/m-K, which resultsfrom the assumptionof constantfluid

propertiesfor a temperatureof 300 K. The uncertainty in the pure CO2 thermal

conductivity is likewise 0.0007W/m-K, sincethe slopesof the air andCO2thermal

conductivity versustemperaturerelationsat 300 K arenearlyequal. However, the

CO2experimentalcasesarebasedon a mixtureof thetwo gasesasshownin Chapter

2. Thus the CO2/airmixture thermalconductivityhasthe additionalerrorbasedon

the uncertaintyin the molefraction of eachspecies.From the mixture relation:

2
1 + 0.258r 1 - 0.045rl W

k/,, = 0.0263"( 2 )
1 + 0.774r I + 0.1501"1 m'K

Using the estimated uncertainty in the value of r I of 0.01, and assuming that the film

effectiveness is a reliable measure of mole fraction as argued in Chapter 2, the

uncertainty in the thermal conductivity of the mixture due to errors in rl is estimated

to be 0.0001 W/m.K. Thus, surprisingly, the uncertainty due to constant temperature

assumption is much greater than that due to species mole fraction error. This is

because the thermal conductivities for the two gases are reasonably close, and one

species (air) has a much higher mole fraction than the other (CO 0. Using these
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valuesin the Nusseltnumberdefinition, an uncertaintyof 81 is estimatedfor the

Nusseltnumbervalue,basedon a nominalNusseltnumberof 2000,for a percentage

error of 4.0% this error is nearly equally divided betweenheattransfercoefficient

errorandthermalconductivityerror. For thehigherNusseltnumbervaluesnearthe

showerheadregion,anuncertaintyin theNusseltnumberof 250with a nominalvalue

of 4000 is estimated. This yields an uncertaintyof 6.3%, with the heat transfer

coefficient uncertaintybecomingtheprimary sourceof uncertaintyin this region.



APPENDIX II - 1-DPERIODICHEAT CONDUCTION ANALYSIS

The adiabaticfilm effectivenessis definedin termsof the fluid temperatureadjacent

to the adiabaticwall, i.e., thefilm temperature,Tf. For thetime-averageexperimental

data,this is equivalentto the time-averagetemperaturemeasuredon thebladesurface

by the thin-film gauges,assumingnonet flow of heatto or from theblade. However,

the situationis morecomplicatedfor thetime-resolvedexperimentaldata. Evenwith

no net heat flow to or from the blade, the instantaneousheatflux at the surfaceis

non-zeroin general,due to one-dimensionaltransientconductionin the substrate.

Thusthe instantaneoustemperaturemeasuredby a gaugeon the solid surfaceis not

in generalequalto thefilm temperature.Assumingzeronetheatflux overoneperiod

of temperaturefluctuation,thesurfacegaugeswill indicatea temperaturehaving the

samemeanvalueasthe film temperature,but theamplitudeof the variationswill be

reduceddue to conduction. The following derivation describesa method for

determining the unsteady film temperaturefrom the known unsteady surface

temperatureandthermophysicalpropertiesof the substratematerial.

The idealizedproblem underconsiderationis shownin Figure 119. A solid slab

which is infinite in the y and z directionshasa finite thicknessof 2L in the x

direction. Becauseit is desiredto haveanadiabaticboundarycondition at x=0, the

domainis extendedfrom x=-L to x=L. Under the applicationof identicalboundary

conditionsat the surfaces,thiswill producethedesiredadiabaticconditionat x=0 due
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x

T(t,L)

T(t,-L)

Figure 119: Idealized periodic heat conduction model.
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to symmetry. The x=0 and x=L locations correspond to the bottom and exposed

surfaces of the substrate, respectively. The partial differential equation for this

problem is:

a_t_) a2_t_)
- 12m

c3t ax 2

Two boundary conditions in space and one in time are required. The first boundary

condition in space is the known periodic surface temperature. It is assumed that this

can be represented as a Fourier series:

n

2_nt
T(t,L) = }2 a sin--

n=l n t
O

where t o is the period of the wake passing. This expression requires that the periodic

temperature have a mean value of zero. This is easily obtained by establishing a

datum temperature equal to the time-mean temperature. As indicated, the second

boundary condition in space which requires that the heat flux at the bottom of the

substrate be zero can be achieved by applying the same periodic temperature at x=-L

Thus:

n

2_nt
r(t,-L) = _, a sin_

n=l n t
0

For the boundary condition in time, it is sufficient to require that the solution be
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periodicfor all x. This assumesthat any initial transientshavefully dissipated.

CarslawandJaeger[47] havegiven the solutionto this problemas:

n

2gnt

T = _ anAnsin(--- _ +dPn)
n=l

O

where

A
n

cosh 2b x + cos 2b x
tl n

cosh 2b L + cos 2b L
n /I

cosh b x(1 +i)
n

d_n = arg(cosh b L(I+i) )
n

Inn I nrc pc

P
h =

at kt
0 0

dpn can also be given as a real number for -re/2 < I_)n ( re/2:

n

sinh(b x)sin(b x)cosh(b L)cos(bL)+cosh(bx)cos(bx)sinh(bL)sin(bL)
n n n

= tan-_(sinh(b-x)sin(_x)sinh(b .Tg)sin(b.L)+cosh(bx)cos(bx)cosh(b . L)cos(b nL))

Using hyperbolic trigonometric identities and rearranging,

1_ = - t_trl-l(
n

sinh(b (L +x))sin(b (L -x)) +sinh(b n(L -x))sin(b (L +x))

cosh(b (L +x))cos(bn(L -x)) +cosh(bn(L -x))cos(bn(L +x)) )
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For thegeneralizedcasewheretheheatflux at x=0 is a non-zeroconstant,thepartial

differential equationmaybe separatedinto two problems,the solutionsof which are

superposed.The first problemis theonefor which the solutionhasbeengiven, and

the secondis for the samedifferential equationwith different boundaryconditions.

The newboundaryconditionsarezerotemperatureat x=L, andtheconstantheatflux

boundarycondition at x=0:

-k( )Ix=0= q

It can be seen that the superposition of the boundary conditions for the two new

problems yields those for the generalized problem. The solution of the second

problem is trivial and is easily shown to be:

I1

Superposition of the two solutions yields the solution to the unsteady surface

temperature problem with non-zero heat flux at x=O:

II n

T(x,t) = -_-£-(L-x) + __, aA 27_nt.=1 "sin(-S--
0

In order to determine the temperature the wall would reach if it were a perfect
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insulator,it is necessaryto applya boundaryconditionfor convection. Now,

OT

-k(-_x) lx=L = h(t)(T(t,L)- Tw(t))

where Taw(t) is the adiabatic wall temperature. In addition,

q/Z= h(t)(Tw(t)_Tw(t) )

where Tiw(t) is the unsteady ideal wall temperature, or the temperature which the wall

would reach if the substrate were a perfect insulator with the heat flux q" applied at

the surface. Combining these two conditions yields:

OT //

-k(-_x)lx= L - q = h(t)(T(t_L)-Tw(t))

or

T. (t) = T(t,L) +
lw

OT

k(_x)lx= L + q

h(O

Taking the derivative of the temperature solution and setting x=L:

II

OT q

 lx:L - k
+

"_x Od_ 2_nt Oil 2gnt

E a[(_ Ix=L)COS(---_) + (--_--x ]x:L)Sin(7)]
n=l

o o

since An(L)=I and qbn(L)=0.
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Next, taking the derivativesof qbnandAn:

0qb sinh(2b x)+sin(2b x)
- b "

n cosh(2bx)+cos(Ebx)ax

O.4
n

-b

sirth(2b x)-sin(2b x)
n n

OX

"_(cosh(2bL) +cos(2b .L))(c°sh(2b .x) +cos(2bx))

Setting x equal to L for these derivatives yields:

0(]) sinh(2b L) +sin(2b L)

1 =bx=Z. n cosh(2b L) +cos(2b L)
n n

Oil sitda(2b L)-sin(2b L)
n n n

Ox [x=L = bn cosh(2b L)+cos(2b L)
n n

Substituting back into the temperature derivative expression:

OT // _ sinh(2b L)+sin(2b L) 2gnt

- q--- + _ [a b n '_ cos(--_)
k ,,=x " "cosh(2b L) +cos(2b L)

n n o

sinh(2b L)-sin(2b L) 2=nt
n n

+ cosh(2b L) +cos(2b L) sin(_)]
n n o
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For the conditions of this experiment (to<0.001286 s, 0_=7.75x10 8 mZ/s, and L=6.35

x 10 -5 m), 2bnL has a value of at least 22.5. For values this large,

sinh(2b L) + sin(2b L)

cosh(2b L) + cos(2b L)
n n

-- 1.0

so that:

II n

27znt 2_nt

OT I q + _, a b [cos(--_ t-
Ox 'x=L k ,,=1

o o

Applying the convection boundary condition:

n

2rent 2nnt
-k _ a b [cos(--) +sin(--)] = h(t)(T(t,L)-T (t))

n=l n n t t lw
o o

Rearranging and using the definition of bn:

1 I _ pc, k n V/-_an[cos(_.__)2gnt +sin(--7-)]2_ntT.,w(t) = T(t,L) + h(t) t n=l
o o o

At this point, there are two unknowns: Tiw(t) and h(t). However, if two experimental

cases are performed with all conditions held constant except for a different value of

q", and it is assumed that h(t) does not depend on q", then two equations can be
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written:

T,iw(t) = T(t,L) + h

x pc k '_1_._ 2xn t 2xn t
p 1

o 1 o o

T. (O = T(t,L) + h

pc k nz_, 2nn t 2_n t
P

t _= v_:a"_[c°s(T )+ sin(---_z)]t
o 2 o o

Without loss of generality, let q"=0 for case 1 and let q">0 for case 2. Then:

h(t) :
II

q

r iw(O-T,i_(O

Substituting into the two previous equations,

r i(O = r(t,L)
(T,_ (0-T,_ (0)

+

II

q
in pc k",,_ V/-n-_xa 2rcn t ( 2nnlt)]'_ [cos(-@) +sinf = n1 t

o 1 o o

r:(O = r(,,/.) +
(T,, (0-T_ (0)

//

q
i 7_pc kn2_ W_22an2 2nn t 2nn t

P [cos +sin(--)]
t = It

o 2 o o
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The two equations now include only two unknowns, Tl,iw(t ) and T2,iw(t).

let

For clarity,

x pc k nlo_, 2_n t 2xn t

t" _ v/-n_lan_[c°s(-@)+sin(_ )]
0 1 0 0

x pc k n2,,_ 2xn t 2xn t
p 2

t _ V/-_zan2[c°s(--_) +sin (_)]
0 2 0 0

Then solving for T1,_w(t) and T2,iw(t) gives:

(1-a2(0)Tl(trL) + nl(0T(t,g )

T, i_(t) = 1 + B (t) - Bz(t)

(1+_i(0)r2(t,L)- 82(or(t,L)

r,,w(0 : x + BI(0 - _2(0

Finally, applying the definition of h(t):

h(0 =

I/

q (1 + BI( 0 - B2(0)

r(t,L) - T(t,Z,)
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This procedure may be followed to solve for Tl,iw(t ) for both the case with blowing

and without. If Tl,iw,b(t) and Tl,iw,n_(t ) indicate the unheated ideal wall temperature

with and without blowing, respectively, then:

n(0
T ,_,b(O- T ,_l,(O
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